Table 4-6. Change in Labor Years, GDP, and Disposable Personal Income:
2010-2050

Category Employment U.S. GDP Disposable Income

1. Farm 216  0.0024% $21B 0.0017% $11B  0.0012%
2. Farm-Demanding Ind. -5,286  -0.0594% -$719B  -0.0598% -$887B -0.0976%
3. Thermoelectric -91 -0.0010% $2B 0.0002% -$155B -0.0170%
4. Hydroelectric 622  0.0070% $120B 0.0100% $47B  0.0052%
5. Industry and Mining -8,428 -0.0946% -$1,324B  -0.1101% -$746B -0.0820%
-Not including shutdowns  -1,641 -0.0184% -$285B  -0.0237% -$197B -0.0217%

The thermoelectric input variables produce economic consequences of greater
magnitude than the farm input variables and of slightly smaller magnitude than the
hydroelectric variables. The thermoelectric input variables contain information on retrofit
activity to compensate for reduced water availability. Positive spikes in the GDP and
employment occasionally appear in Figures 4-12 and 4-13, presented previously,
especially earlier in time when investments in retrofit technologies first begin. However,
these increases are often more than compensated for by the negative effects of increasing
electricity generation costs in later years. The increases in electricity costs affect the
production costs of other industries, causing an increase in the price index (inflation)
throughout time, resulting in a steadily decreasing trend of real disposable personal
income and reaching an annual loss of over $8 billion by 2050. Despite the net decrease
of real disposable personal income of $155 billion during this period, there is a slight net
increase in the GDP of $2 billion. However, that difference is due to investments in
cooling retrofits that mitigate water shortages. If those retrofits were unnecessary,
additional economic resources would be available for more productive use.

The only economic impacts that are positive overall are due to reductions in
hydroelectric power production. Reductions in hydroelectric power increase the demand
for alternate sources of power from the utilities sector (as described further in Appendix
B). This increased demand causes increases in economic activity in electric utilities as
power plants are built, workers are hired to work in those plants, and fuel is purchased to
power the plants, while the hydroelectric plants continue to operate with essentially the
same labor and costs but with reduced output. The increases in economic activity
highlight a problem—most familiar to economists who analyze disasters—with using
aggregate measures of economic flows for consequence analysis: the lost service of
hydroelectric power production is not measured in these economic flows, but the
increased economic activity necessary to compensate for these losses is measured. If
hydroelectric power production did not decrease, the economic resources utilized to
create power from alternate sources could be used for other means (such as building
luxury items) that would improve the demand for other goods and services.

The input variables for the farm industry have the second highest change in
employment and GDP, and the greatest impact on real disposable personal income. The
annual loss in the GDP due to the sector hovers around $30 billion in the later years of
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the simulation, while the annual loss in real disposable personal income reaches $40
billion.

The mining and industry impact shows a much greater change than the other
categories of impacts, with the exception that the magnitude of the losses to real
disposable personal income are slightly less than they are for the farm industry. The
maximum loss in the annual GDP is about $103 billion, whereas the maximum annual
loss in any of the other three categories is about $35 billion (for the farm industry).
Partial and total shutdowns of mining and industry have a substantial negative effect on
the economic output and are largely responsible for the substantial volatility of the
economic output—when no shutdowns are included in the REMI simulation, all of the
economic output variables (see Figure 4-14) decrease relatively smoothly. Because of the
water allocation scheme, water availability to high-value industry never falls enough to
cause industry shutdowns, thus shutdowns only affect mining through 2050. From the
perspective of an individual mining operation, the sale of water rights may represent a
profitable option.

Reductions in water availability to mining cause relatively severe economic
consequences because mining typically uses water efficiently. As discussed in Appendix
B, there are few opportunities for conservation without shutting down mining activity in
states that are not adjacent to the ocean. All of the industries use a much greater share of
their water for cooling, so they can conserve much greater portions of their consumption.
Additionally, all of the industries simulated in the REMI model are represented as an
aggregate, so no industry begins shutting down production until all industries have made
all possible cooling retrofits, thus raising the fraction of water that can be conserved
through cooling retrofits.'* Because large municipal water suppliers serve most of
industry, this aggregate view of a shutdown threshold is probably realistic. Figure 4-14
shows that under extreme drought at the 1% exceedance probability, water demand from
municipal and high-value-added industries (with consequent demands for electric power)
reduces agriculture and mining water availability to a large extent (by a factor of 2 to 1
for the water allocation logic used in this analysis). The difference between the mining
curve with and without shutdowns indicates the extent to which the unavailability of
water to sustain operations affects the magnitude of total economic loss.

i
1 The smallest value of %c:, which is the percentage of industrial consumption that can be conserved by
retrofitting cooling in states not adjacent to an ocean (see Appendix B, Section B.5), is 32.4%. The median
is 41.0%. For mining, on the other hand, the value of the term is always 6%.
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Figure 4-14. Change in national real disposable personal income (2008 USD), using
farm, farm industry, thermoelectric, hydroelectric, and mining and industry inputs.

Table 4-7 lists the states with the largest percentages of gains and losses in 2050 in
population and real disposable personal income (both variables were chosen because they
change with a clear trend and are measures of socioeconomic dislocation). The relative
magnitudes of the largest state-level changes in the different simulations are similar to the
magnitudes of the national-level value.

131



Table 4-7. States with Largest Percentage Changes in Population and
Income: 2050

Category Population Disposable Income

Largest Loss (Smallest Gain)
1. Farm 0.00% WY 0.00% WY
2. Farm-Demanding Industries -0.24% GA -0.38% GA
3. Thermoelectric -0.10% WV -0.15% WV
4. Hydroelectric -0.01% MD 0.00% IL
5. Industry and Mining -3.41% WV 4.11% WV

-Not including mining shutdowns  -0.05% IA -0.09% IA
Largest Gain (Smallest Loss)
1. Farm 0.02% NE 0.02% NE
2. Farm-Demanding Industries 0.26% OR 0.16% OR
3. Thermoelectric 0.02% DE 0.00% DE
4. Hydroelectric 0.02% AZ 0.03% AZ
5. Industry and Mining 0.13% OR 0.01% OR

-Not including mining shutdowns 0.02% OR -0.01%

The largest economic losses are to West Virginia in the simulation that includes
shutdowns of the mining industry. In this simulation, West Virginia loses 3.41% of its
projected population and 4.11% of its projected real disposable personal income by 2050.
This result is expected because a large fraction (8% of output'*) of the West Virginia
economy is mining; and according to the defined water allocation scheme, mining
experiences twice the proportional reduction in water availability than the higher-value-
added industries.

For many of the categories of variables, the largest gains and losses for population
and real disposable personal income are in states with large populations. For example, for
the industry and mining category, California gains more than 58,200 residents by 2050,
which is over twice as large as the second greatest increase (Florida, with a gain of about
27,500 residents). Based on the percentage gain compared with the baseline, however,
California has the eighth largest gain (an increase of 0.10%). These gains in population
occur despite large losses in the GDP ($3.9 billion) and real disposable personal income
($1.2 billion). Some states fare relatively worse compared with other states, and their
residents choose to relocate. California, as the most populous state in the nation, is a
likely destination of those emigrants. It also maintains a comparative economic advantage
relative to other states in dealing with the impacts of climate change in the long term
despite significant negative impacts in the short term. The concept of comparative
advantage affects many of the state-level results of this study and has a long history in the
field of economics (Ricardo 1817).

' In REMI’s standard regional-control simulation, West Virginia’s total output in 2050 is $203 billion, and
its total output in mining is $16 billion.
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4.3 The Impact of Interannum Volatility

We now present an additional analysis that was conducted using inputs to the
electricity production sector to explore how the volatility of the data (i.e., the motif as
discussed in the introduction to Section 2 and in Section 3.1.2) affects the average
estimated macroeconomic impacts. The results from the 1% exceedance-probability
simulation using the year-to-year water-availability forecasts are compared with a
simulation created by linearly changing water availability to electricity production
between 100% and the minimum of the 2010 to 2050 values for each state. The water-
availability forecast uses the same 1% exceedance-probability data used in the previous
section—the most extreme reduction in precipitation, with a 1% chance of its severity
being exceeded. Many climate-impact studies assume a gradual change in climatic
conditions or base their analysis on a snapshot of expected conditions in future years.
These approaches neglect the volatility we explicitly address in this analysis. Volatility
results show dramatic changes over time and provide policy makers a better roadmap for
responding sooner to potential events than is available from linear, or smoothed, results.

Figure 4-15 shows the difference in national employment between the simulations
and the macroeconomic referent using the Sandia hydrological model’s simulated
(volatile) water availability and using an, on average, equivalent downward linear trend
over time. The thermoelectric designation in the figure just means that the water
availability used is that for the thermoelectric, municipal, and industrial sectors. The
forecasts of water availability show a high degree of variability. Employment varies with
increases of more than 35,000 jobs in 2015, while decreases nearly reach a loss of 16,000
jobs in later years. When the simulation is conducted using a downward linear trend,
increases in employment initially spike above 9,000 in 2010 but then return to a roughly
steady decrease of around 1,000 jobs per year.
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Figure 4-15. Change in national employment, using simulated thermoelectric sector
water-availability data: 2010-2050.

Figure 4-16 shows the annual change in the GDP for the same simulations. The
pattern is similar to the change in employment, except the magnitude of the GDP changes
becomes slightly larger in the second half of the simulation for both the variable data and
the linear data.
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Figure 4-16. Change in national GDP (2008 USD), using simulated thermoelectric
sector water-availability data: 2010-2050/

Figure 4-17 shows changes in real disposable personal income for the same

simulations. Although the simulation using the forecasted water availability continues to
exhibit greater volatility than the simulation using the linear trend, it is less variable than

the time series of employment or the GDP in Figures 4-15 and 4-16 generated from the
water-availability forecasts.
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Figure 4-17. Change in national real disposable personal income (2008 USD), using
simulated thermoelectric sector water-availability data: 2010-2050.

Real disposable personal income is driven by changes in commodity prices, which
are affected by increases in production costs. These changes in the price level accumulate
gradually over time, leading to a steady decrease in real disposable personal income as
seen above in Figure 4-17. The volatility of the water availability means that the GDP
fluctuates from year to year, resulting in slight fluctuations of the variable forecast from
the linear forecast. Furthermore, the variable forecast has slightly higher losses than the
linear forecast because the GDP in the variable forecast remains higher (smaller losses)
than it is in the linear forecast in the earlier years of the simulation.

In summary, the results of these simulations suggest that the economic consequences
of variable global climate change may cause more substantial year-to-year disruptions
than climate change would cause if it followed a smooth linear trend. Hallegate et al.
(2007) explore this issue more thoroughly. Additionally, the economic methodology
(which assumes that firms make permanent retrofits to mitigate reductions in water
availability) and the logic of the REMI model cause the simulations that include volatility
to have permanently lower levels of real disposable personal income.

4.4 State Impacts

The national-level results show that economic impacts for the entire nation are
negative. However, this aggregate look at the economic impacts of drought induced by
climate change may ignore important regional differences that create disproportional
positive and negative impacts across regions. Examining regional differences is
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particularly pertinent for this analysis because drought caused by climate change will
vary in severity across the United States and different regions of the country contain
different mixes of industry that will suffer to different extents from drought. For example,
heavy consumers of water tend to cluster together near sources of water, thus there is
little water-intensive industry in most western, arid states.

Table 4-8 shows the estimated national- and state-level risk to the GDP,
employment, and interstate population migration. The values are the sum of the
probability-weighted impacts over the exceedance probabilities and over the 2010 to
2050 period. The migration across states is often based on comparative advantage. Even
if a given state economy is having difficulties, it may be having less difficulty than other
states. If we look at the state of New York, we see that the summary impact of climate
change from 2010 to 2050 is a loss of $122 billion with a 0% discount rate. This loss is
reduced to $81 billion with a 1.5% discount rate and to $54 billion with a 3% discount
rate. The drop is dramatic because much of the impact occurs in the later years. Note that
the reduced economic activity does reduce employment by 560,000 labor years by 2050
even though the population has risen by 7,200 people due to in-migration from the even-
more-affected surrounding states. This means that the unemployment in New York is
increasing even more than the drop in economic activity would indicate.

Figure 4-18 through Figure 4-24 show maps of U.S. state-level impacts for the GDP,
employment, population, and com for the total risk and also for the 1% exceedance-
probability (worst-case) conditions. The coloring scheme (green is good, yellow is
neutral, and red is bad) used in these maps is based on the percentage impact relative to
the state’s size. The impact values providing the numerical population change are
quantified in absolute units of measure. As an example, in Figure 4-23, which presents
population changes for 2050 at a 1% exceedance probability, New Mexico is one of four
states that lose more than a half-percent of their population and hence is colored red. For
a state with a low population, a loss of 14,000 people is significant. Texas, on the other
hand, loses around 11,600 people but is colored yellow because the percentage impact is
small for a state with such a large population.

These maps show that all states suffer negative economic impacts for all variables,
except for three states in the Northwest (Washington, Oregon, Idaho)—with Montana,
California, and Colorado showing benefits for the summary risk but losses at the 1%
exceedance probability. Washington, Oregon, and Idaho have only slightly positive
impacts, but their slight gains are at the expense of other states because these three states
experience the largest increases in population (Figure 4-20). Population migration in
effect transfers economic activity from other states. The gains in these Northwest states
are also due to the increases in demand for utilities that result from reduced hydroelectric
power production. California, while predicted to suffer from the reduced precipitation in
early years, is predicted to benefit economically from the later-year population
movements. Colorado is predicted to prosper in the early years while there is still
adequate water but experiences mounting losses in the later years as a result of reduced
water. Montana is predicted to be the only state that (slightly) benefits from both
adequate water and population migration. Predicted economic impacts are particularly
severe in interior states where it is not economically viable to substitute to desalinated

137



water and greatest in states like West Virginia with large concentrations of mining. For
example, the GDP risk for West Virginia is estimated to be about 2.6% less than
predicted without the consequences of reduced precipitation. That the U.S. Northeast and
Southeast are susceptible to climate-induced water availability issues to the extent
examined herein has been studied previously (Oxfam 2009; Mack, 2009).

Table 4-9 shows the state-level impacts at the 1% exceedance probability for
comparison with the summary risk in Table 4-8. If we again look at New York, as we did
for Table 4.8, we see that for the 1% exceedance-probability simulation, New York’s
summary risk is $157 billion. There is only a modest 30% increase in the 1% exceedance-
probability value compared to the summary value. Note that for states like Colorado, the
GDP impact reverses sign between the 1% exceedance-probability case ($34 billion loss)
to the summary risk value ($1 billion benefit). In the 1% exceedance-probability
simulation, New York loses nearly another 100,000 labor years compared to the summary
risk value. The increase in population, however, is more than three times larger, going
from 7,200 people for the summary risk value to 23,000 in the 1% exceedance-
probability simulation.

Figure 4-20 shows a map of state-level population changes in 2050. Like the
economic impacts, population impacts create a similar number of disproportional positive
and negative impacts across the U.S. states. National population changes (changes in
birth rates and death rates) due to climate are not part of this analysis, so regional
population changes above those captured in the macroeconomic referent are entirely the
result of Americans moving from one state to another for economic reasons. There is a
strong regional pattern with states in the Southeast and Southwest losing population and
states on the West Coast, the western Midwest, and the Northeast gaining. Once again,
interior states with the greatest concentrations of mining, such as West Virginia and
Wyoming, are most affected.

States that gain population may experience negative, nonmonetary impacts that are
not modeled within this study. For example, all states adjacent to the Atlantic Coast in the
Northeast are predicted to gain in population, but these states then become more
susceptible to damage from presumed extreme weather associated with global climate
change because of the increased population concentrations (Changnon 2003).

Figure 4-21 through Figure 4-24 show the 1% exceedance-probability impacts.
These impacts are larger than the total risk reported in Figure 4-18 through Figure 4-20
but are comparable in most cases. For a few states, the analysis results are dramatically
different because higher exceedance-probability (> 35%) impacts may actually show
positive effects compared with the macroeconomic referent, such as in Colorado where
analysis results indicate there would still be adequate water with a growing demand for
goods from states that are negatively affected.

Figure 4-24 shows the predicted change in the value of corn and soy production
across states at the 1% exceedance-probability. A strong regional pattern emerges with
the largest percentage losses across all Southern, Southwest, and Eastern states. The
Midwest, which produces the most corn and soy, experiences only minor losses while the
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Northwest experiences gains. States with little or no crop impact do not have recorded
com and soy production. The 1% exceedance-probability impacts can differ in sign from
the summary risk because the impacts can have different signs at different exceedance
probabilities, especially in the central latitude states where precipitation goes from
sufficient to insufficient as the exceedance probability decreases. Further, the
comparative economic advantage among the states can shift when states negatively
affected at high exceedance-probabilities relatively improve in the lower exceedance-
probabilities as the neighboring states experience negative impacts.

Despite suffering greater drought conditions on average relative to the rest of the
nation, California in this study shows improvements because its economic impacts are
relatively less than those of other states. This comparative advantage occurs because
some states have little flexibility in dealing with water shortages, for example, because
there is little agricultural irrigation from which water can be diverted. In general, those
states that already suffer water constraints (often due to irrigation loads combined with
urban growth in arid regions) have processes in place to adjust to changes in water
availability. Irrigation-water use may buffer fluctuating water shortages, assuming the
viability of food imports. The value added to the national economy from certain types of
industry is large compared to that for food production. Thus, the impact of reduced
agriculture is partially compensated by the continued operation of high-value-added
industry.

The estimated California case is particularly illuminating because these predictions
are counterintuitive. In the early years of climate change the state suffers significantly
from reduced precipitation and in the later years achieves comparative advantage. A
review of California’s current problems and future opportunities indicates support for the
analysis results (Grunwald 2009). There are time-dependent dynamics among several
states where the geographical movement of the precipitation conditions and the change in
comparative advantage cause a reversal of cost and benefit from climate change over the
40 years. Similarly, high-exceedance-probability conditions may show benefits or losses
that may be reversed with lower-exceedance-probability conditions.

Conversely, the Pacific Northwest states show improvement under climate change
due to expected increased precipitation. This study is limited to the annual temporal
resolution of precipitation levels (other than capturing monthly variation for agricultural
assessments) and thus does not capture the impact from lost seasonal snowpack water-
storage in the Pacific Northwest, which is an intra-annual process. Consequently, the
estimated positive economic impacts could be an artifact of our assumptions in this study.
On the other hand, people migrating to the Pacific Northwest from other states may
provide positive economic impacts even if hydropower declines and there are added
requirements for increasing local water storage.

As larger populations use a larger fraction of the existing water supplies, the
Northeast and the Southeast experience negative impacts, even if the reductions in long-
term precipitation are minimal. In general, a decreasing exceedance probability (from
50% to 1%) implies that reduced precipitation (i.e., drought) is moving north and east at a
continental level, causing more-severe reductions in precipitation in areas that experience
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reduced precipitation at the larger exceedance probabilities (> 50%). Picture a horizontal
line that begins across New Mexico and Texas and starts to sweep in a diagonal fashion
as it moves north and east in the direction of Maine. Thus, areas such as Colorado go
from having adequate water and benefits in high-exceedance-probability simulations to
experiencing losses from reduced water availability in the low-exceedance-probability
simulations. Other than in the Pacific Northwest, water availability decreases over time
with climate change. The decrease in water availability may not be solely due to a change
in the water supply as a consequence of reduced precipitation but due to a change in
demand as a consequence of industry and population migrating into the state.

140



Ivi

S0 AN £18 6'1%- 0€$- BuiwoApm| |8 L2z €14 A4S 8'e$- unossin
99 8'ge- z'ee- 1'e$- z'9%- uisuoosim| 80 0'€9- L'eg- L'v$- €% iddississIN
Sve- veoe-  [ous-  [rzes [6sve- euibin ysom|  [9°2 8'9¢- 62$- 6'7$- £'8$- BIOSOUUIN
S'62 1061 Z'1$ 0'/L$ 9'9z$ uojbuiysem| (12 J T DTS Zug  |esig uebiyoIN
6'G- zwe-  [ozs- |6z [psvs- ewbinl  [621 8'/¢e- Lpg- 6'S$- 0'6$- spasnyoessepy
0L §'G £0$- '08- L0 woussp| (10 ocol-  [soLs-  [osig-  [rees pue|Aiepy
b4 ze- 9'v$- 6'9$- S0L$- uein| sz v z'0%- z'0$- £0$- autep
g'8e- 6'sv0'l- |6'19%-  [o1es-  [gz€14- sexal| [6°0- v'eLl-  |e'og v'68- £pLg- Bue|sino
0'€e- oov-  [rves-  [e'ze$- [sess- sassouual| [9'1z- 968z- (9618  [6¥2s-  [9'Ove- Ajomuay
£ 2 z'0$- £'08- 5'0$- ejoxeq yinos| [ez Ser L'z$- L'vs- £'9¢- sesuey|
ZoL- veez- |01 [eSis-  [eves eujjosed yinos|  [1°e €0l 9°0$- v 8Z¢- emo|
gl ze €08 S'0$- 1'0$- puejs| spouyd| [0t~ VoL [8u¢- 6CI$- 81 eueipy)
L'l ves- |28z [vevs-  [oves- eluenAsuuad|  [2'SL 1'9¢- SZ$- 1'g$- LOLg- stounyy|
502 LTS £'8$ SzL$ v'6L$ uobaio| (69 €'€e 9'1$ 5'Z$ 0'v$ oyep|
£'Gl- ozie-  |zus-  |zses-  |oees- ewouepio| [o°ov- 9zss-  |6svs-  [r298 [ezoie eificen
L'y o oo [vais- [2oze- omo| [s'ss- vzvz'l- 16998~ [5z6%-  |eovLg- epuol4
80 v's £0$- 5'0$- 6°0$- ejoxeq yuoN| [s0 S'SL- 1'Z$- L'eg- Lv$- '0'a
861" vzer  [1ezs-  [oivs-  [preos- euljoied yoN| 00 £°0¢e- Y 1'e$- 8'v$- alemejaq
ZL v'oos-  |vves-  |soss- |ezele- oA meN| [z o £'vs- £'9%- S'6%- nonosuLoD
€'g ouz Lz |eas- [Lozs- ooxay meN| [€GL 8'ce 0'0$ '0$ Z'1$ opeJojo)
9'¢ 6's0z- [9/18-  [8ses-  [e8es- Aosiar moN| [2'G11 0'Zst S8 9'91$ 1'5Z$ BlOED
9T LgL- 2°0$- Ze 8'1$ anysdweH maN|  [p'z- 2'96- 0'S$- 9'1$- 6'11$- sesuexqy
e 90cz- [1eis-  [zoes-  [zees- eperoN|  [8°pi- zisr  [zies- [espg- o698 euozuy
S e v'08- 8'0$- 18- eysesgeN| [e°0L- vevz-  |9zis- |68y [zeee- Bweqely
6T 8zl v'0$ 9'0$ 60$ euejuony| 0’0 L7980 [svess  [e06.8-  [8v0Z'Le- | saymis payun
(sieop | %0C | %S | %00 (sieop | %0C | %SV | %00

(sidoagd -100e1 (s1doagd ~10qE7

snoy ) sajey Junodsig snoyy) sajey Junoasig

-dod ul .M_H:E uoibay dog ui .M”.E uoiboy

oBueys jdw3 uj ($800Z J0 suoing) aBueys jdwizg ug ($800Z J0 suoyg)

abueyp dao u; abueyn abuey) dao ui abuey)

(0502-0102) sydoedw) ajewn|) jo Alewwng

0S02-01 02 XSty |19Aa7-9)e)S pue JeuolieN “g-p sjqeL




(44!

"JUNOOSIP %0 YSU 4AO "84-¥ 8anBi4

¥1'0-000
000-€00
€00--01L°0
0l'0--0C°0-
020 -L1'}-

abuey) juaosad




evl
"(3unoosip 9,0 ‘sseak-juswAhojdwa) ysu wswholdws “6L-p ainbiy

€10 - 000
000 -€00"
€00--0L0-

o0l'o--0c0-
0c0--€L0

abueys Juaasad




144!

"¥su 050z uone|ndod “0z-¢ ainbiy

L'0<

10 > 10
1'0->50
S0 >
abueyn jusasiad




94!

uonlenWIS %1 ‘05020102 dA9 O} uonNquIUCD Sje)s Ul 8BueYD JeN “Z-p ainbig

iL'0 -000
000 -€00-
€00--010
0L0--0z0
0Z0--0.LT
abueys jusaiag




4!

‘uoneINWIS %1 ‘0502—0102Z 'siesk-luswAojdwse ul sbueyo JoN "zz-p ainbi4

11’0 - 000

000 -€00-
0€00--010- |
0l'0--020
0Z'0--9.°}-
abueyn Juaaiad




Lyl

‘uone|nwIs % | ‘uonejndod 9GOz Ul 8bueys *gz-y ainbig

1'0<
1o > 1o
1'0->50

50>

‘Xf/ abueyn juasied




14|

‘uonenwIs % ‘(eym ul ale
uononpoid papiodal ou Ypm saje)s) 050Z-0102 ‘uononpoid Aos pue o2 Jo anjea ul abueyo JoN ‘pz-p 8anbig

0<

0

0-¢

€ -0~
0i->

abueyo Jusasad




Table 4-9. State-Level Impacts at the 1% Exceedance Probability

1% Case
Change in Change in Change in Change in Change in Change in
Region GDP Empl. Pop. Region GOP Empl. Pop.
(0% D.R., $8) | (1K Labor Yrs) {1K People} (0% D.R., $8) | (1K Labor Yrs) (1K People)
United States -$2,058.5 -12,960.7 00| |Montana $11 45 27
Alabama 5281 2407 43.9| Nebraska -$7.4| -53.1 17
Arizona -5104.3' -739.1 -22.9' Nevada -$65 1 -380.9 -78
Arkansas -S14.3l -115.9] -1.0{ |Mew Hampshire -$2.4 -17.2 4.0
Catifornia -$89.5 -508.5) 111.7]  |New Jersey -$45.2/ -236 2 112
Colorado -833.6 -218.8] 8.5] [New Mexico -$437 -370.6 -142
Connecticut -$13.2 -54.2 7.8 |New York -$156.7 8555 234
Delaware -85.4 -33.5 0.8] North Carolina -$63.4§ -494 8 -107
gom -88.7 -23.0 1.0{ |North Dakota -83.2 -232 03
Florida -§135.6 -1,149.5 -26.8| |Ohio -566.8] -434 1 95
Georgia -$95.0 -692.3} -23.9] Okdahoma -$64 1 -535 4 -20.0
idaho $1.4 8.0 7.4 |Oregon $158 1236 232
[linois -$43 5 -216. 3| 12.8| |Pennsyivania -570.6] -508 1 0.3
Indiana -$47.0 -2959[ -11.6] |Rhode Island -$1.2 70 ;l
lowa $11.3 -70.5 20| [South Carotina -$22.7 -226 0 53
Kansas -$14.0 -108.5 24| [South Dakota $1.7 -13.7] 18
Kentucky -$73.1 -510.9' 37.7| [Tennessee -$72.8 -548.8 222
Louisiana -$17.8 -143.9 09| (Texas -$158.6 -1,159.1 -11.6
lime -SO‘Ql 9.5 3.7] |Utah -533,8| -261.5 74
Maryland -828.4 -180.3 40| |Vermont -S1.8| -143 12
Massachusetts -$14.7 -£9.9 19.2] |Virgnia -853.2 -366.0 25
Michigan -§38.3| -224.1 8.9 (Washington §18.5 1418 335
Minnesota -$23.1 -121.9) 8.0 [West Virginia S111.7 7364 -80.9
Mississippi -$8.6} -72.8 1.3] |Wisconsn -$17.5 -111.6 85
Missouri 8147 -94.7 83| |Wyoming -312.91 -96.3' 48

Obs.: Changes in GDP and employment are summed over the 2010-2050 penod; population is the 2050 value.
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4.5 Placing the Results in Context

This section contains the national, sectorial, and state-level results of our analysis. It
provides an uncertainty-aware estimate of the risk from climate change through 2050 in
the absence of policy. These estimates offer a foundation for comparing the benefits of
acting to mitigate climate change to the cost of inaction.

The interaction of states and industries means that an impact analysis that considers a
state or industry in isolation will miss impacts that could reverse the results. Further, low-
probability, high-consequence conditions may dominate the total risk of climate change
for states and industries. Some states and industries are affected much more than others.
Because of evolving interactions among the responses of states and industries, the
impacts of climate change for a particular state or industry can vary in direction (positive
or negative) and extent (large or small) from year to year. Similarly, the climatic
conditions associated with different exceedance probabilities can produce swings in the
direction and extent of impacts over time. States with negative impacts in the “best
estimate” (50% exceedance probability) simulation can show benefits in the extreme (1%
exceedance probability) simulation. Certainly, the reverse is also true. With diminishing
(more extreme) exceedance probabilities, the impact of climate change, in general,
sweeps from the Southwest to the Northeast. The relative extent of impacts by state and
by the geographical concentration of selected industries shifts with the exceedance
probability as climate change moves more intensely across the nation.

The aggregate economic cost in a given state may mask underlying tension. Some
sectors, such as agriculture, may experience strong negative impacts while other
industries, such as construction, may experience growth. The net reported impact for the
state may be strongly positive. In economic assessments, the adaptation to the negative
effects of climate change produces new economic activity (i.e., investments) reportable as
a benefit. The added costs of the adaptation will generally, however, result in reduced
relative competitiveness with associated long-term reductions in economic activity and
employment.

The reported summary risk (or total risk) for each state and industry represents the
value of mitigating those impacts. The summary risk quantifies the net impact cost of
climate change over the full range of possibilities (uncertainty) and consequences. That is
why the summary risk also reflects the total risk. It is the value of insuring against those
impacts, and it is the economic justification for policy to mitigate them. Risk comes from
uncertainty, not certainty. The greater the uncertainty, the greater the risk. I is the
uncertainty associated with climate change that validates the need to act protectively and
proactively.

In the near term, the summary risk at the aggregate national level is less dominated
by low-probability events. With the current understanding of climate change through the
year 2050, the diversity of resources and climatic conditions across the nation allows
adjustments in response to climate change in one region of the nation to partially
compensate for those in another region. For the impacts estimated through 2050, the
nation as a whole has the resilience to accommodate the impacts “on average.” Thus the

150



“best estimate” (average) impacts at the national-level only modestly underestimate the
total risk of climate change through 2050.

The results of this study only extend to the year 2050. Impacts beyond 2050 are
expected to be exponentially greater, and the results here cannot be generalized to the
more severe consequences and more complex impact relationships that may occur in a
more distant future. We emphasize summary risk, but some sections of the report do
provide added information for 50%, 10%, and 1% exceedance probability conditions.
Appendix E shows a very detailed view of impacts at conditions associated with a 1%
exceedance probability.

For the present, the impacts and risk noted in this section of the report should help
governments and businesses weigh their options for responding to the risk of climate
change in the near term. This report provides the cost of inaction. Decision makers can
now compare it to the net benefits of any mitigating actions they may pursue.
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5 Summary

In this section, we review the primary outcomes, considerations, and limitations of
this work. Our purpose is to develop a risk-assessment methodology for dealing with the
uncertainty of climate change. To demonstrate this approach, we use the uncertainty in
modeled future levels of precipitation associated with climate change as an input to a
hydrological analysis that we then use as input to forecast derived macroeconomic
impacts. We derive a proxy measure of climate uncertainty from an IPCC climate-model
simulation ensemble to drive predictions of the economic cost from climate change for
various exceedance probabilities of precipitation. Integration of the cost over the full
range of uncertainty represented by this ensemble then characterizes our estimates of the
risk from climate change to the GDP through the year 2050.

Our risk assessment only considers the loss in the absence of mitigation or any other
climate policy. The value of the loss, on the order of a trillion (2008) dollars for the
United States, thus, can be interpreted as an upper limit on how much society could be
willing to pay for a successful mitigation of climate change, even over the near term.
Consideration of longer-term (post-2050) impacts from climate change would imply a
larger cost because of the accelerating climate change, but these more temporally distant
impacts are difficult for constituencies to grasp.

The U.S. state-level and industry-level impacts are far from uniform. Some states
experience significant swings and large disparities compared to other states. The same
lack of uniform impacts is true for industry. Population and employment changes produce
similar disparities among the states. Population migration has a significant effect on final
outcomes. States that initially experience positive impacts may experience negative
impacts in later years, and vice versa.

Conducting an integrated analysis of detailed climatic, hydrological, and economic
impacts at the resolution of counties, states, and industries across the range of exceedance
probabilities required for a meaningful risk assessment is a relatively complex process.
The hydrological and macroeconomic consequences from varying levels of climate
change can often defy preconceived notions. This study, however, indicates that the
losses associated with the 50% exceedance probability only modestly underestimate the
value of the total risk over the full range of exceedance probabilities. This relationship of
the 50% exceedance-probability to the total risk is most probably not robust. As advances
in climate modeling modify the understanding of best-estimate impacts and the
uncertainty characteristics of the climate models, the total risk could be much larger than
that associated with the 50% exceedance probability. In the present, this outcome means
that current “climate impacts” studies focusing on only the “best estimate” of impacts
through 2050 produce national results that can support the policy debate and do
corroborate the work here. Nonetheless, states and industries can have impacts dominated
by the low-probability, high-consequence tail and by interactions with other states and
industries. Consequently, existing “best estimate” studies of individual states and
industries can provide useful insights, but an integrated risk assessment appears to be
required for a meaningful evaluation of state- and industrial-level risk.
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We feel the risk-informed approach used in this work relates physical climate
science to the societal consequences and thus directly helps inform policy debate. The
integrated process of (1) explicitly recognizing uncertainty in climate-change forecasts,
(2) transforming climate-change phenomena into physical impacts that affect economic
and societal processes, and (3) converting those physical impacts to time-dependent
changes in economic and societal conditions provides the end-to-end assessment
capability recommended by the Obama Administration (Holdren 2009). By knowing
what aspects of climate change have the most severe human consequences, this type of
analysis can also guide and prioritize the scientific research to better quantify the most
critical phenomena.

No amount of research can ever eliminate the uncertainty in assessing future
conditions and the risks those conditions impose. Because the future may occur before all
stakeholders judge that the uncertainty has been adequately reduced, decisions must be
made, as they always have been, in the presence of uncertainty. Risk is a function of
uncertainty, and the more uncertainty, the more risk. Thus, analyses such as these are
required for informing decision making. They support the justification for making
decisions because of uncertainty rather than despite uncertainty.

Our detailed, time-dependent approach to the analysis shows the additional early
consequences of the volatility in climate change. The impacts across 70 industries and 48
states demonstrate the interrelationships that produce consequences different from those
consequences that would be indicated by the analysis of individual states or economic
sectors in isolation. To date, this is the first study to address the interactive effects of
climate change across the U.S. states and to deal explicitly with the problems of interstate
population migration as a consequence of climate change.

Our economic analysis follows the year-by-year impacts associated with year-by-
year variability in climatic conditions rather than the more conventional approach of
considering gradual change through the years of the analyses. The results of our
simulations suggest that the economic consequences of variable global climate change
may cause more substantial year-to-year disruptions than climate change would cause if it
followed a smooth monotonic trend. A state then lives with those adaptations (and costs)
into the future even if climate conditions (temporarily) improve. The added costs often
lead to enduring lower levels of industrial output and real disposable personal income
beyond what would occur if climate change were a smoothly unfolding process.

We note four primary limiting assumptions in our work. We do not believe they
significantly alter our results:

1. A more expansive effort would systematically vary the climate models to establish
the key uncertainties relevant to the economic impact analyses. We could include
uncertainties associated with the hydrological and macroeconomic models, although
that approach would complicate the understanding of how the climate component of
the uncertainty affects future risks. Further, a definitive uncertainty analysis of
climate models is currently beyond the near-term capability of supercomputing
resources and climate science.
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2. In this study, we have judgmentally selected water consumption, as opposed to water
usage, as the limiting basis for water availability. We also have assumed that legal
constraints would dominate supply constraints for the downstream availability of
water. Further, we employ a constant proportional relationship between precipitation
and water supply. As such, we also have argued that the variation in
evapotranspiration due to climate change produces inconsequential second-order
effects. A more thorough study could better explore these possible limitations. We
believe that the incorporation of such improvements would show the current analysis
underestimates the impacts and risks.

3. The technical costs of reducing the water demands of industry and consumers to
match the water supply underpin a large part of the macroeconomic analysis. We
have based these costs and determined the options available to industry by applying a
limited number of studies—studies that were developed for purposes unrelated to the
reduced precipitation from climate change. Further, we have used the same unit costs
for each state. While we would not expect improved costs to dramatically change the
interstate relationships contained in the analysis results, improved costs could alter
the total estimated risk from reduced precipitation. Because we have not considered
the locational constraints on reducing water usage, such as limitations on the physical
space to place equipment, we would expect a more thorough evaluation of technology
options to show increased costs.

4. The modeling of the climate risk associated with reduced precipitation must
recognize the existence of water rights. Existing water rights, which are based on
extensive historical precedence, are fraught with complex legal, political, and social
implications. The legal specifics of water rights vary widely from state to state and
are unlikely to change dramatically over the analysis time frame. In addition, the
allocation of water under enduring climatic water shortages remains largely
undefined. Agriculture often has grandfathered rights to water resources, yet under
the currently increasing routine instances of limited water availability, compromises,
purchases, and the transfer of rights commonly occur. The modeling assumes, to the
extent possible, the enforcement of interstate water rights. Thus a shortage in one
state, because of defined water allocations, does not necessarily result in a shortage in
the downstream state. In this study, we use a simple heuristic when climate change
causes reduced water availability. The heuristic assumes that high-value (monetarily
and politically) users can purchase rights, but only to the extent where the
proportional shortage to other users, such as agriculture or mining, is twice that of the
high-value users. The difference in the allocation is associated with payments from
the high-value activities to the low-value activities to pay for the water transfer.

Despite the limitations of the current work, we feel it does establish a process for
improved and more-meaningful risk assessments of climate change than is currently
present in the literature. For the future, we believe that what is more important than
refining state-level hydrological conditions and adaptation costs is determining the risks
from climate change on international strategic supply chains and the stability of linchpin
nation-states. The consequences of climate change for these issues may affect U.S.
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interests more than the internal U.S. response to climate-change phenomena. We are
pursuing these concerns in our follow-on work rather than directly extending this study.
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Appendix A. Hydrological Modeling

The hydrological model used in the study was adapted from modules embedded in
the broader decision-support framework for integrated energy-water planning and
management depicted in Figure A-1 (Tidwell et al. 2009). The formal name of this
Sandia product is the Energy Water Model. The model was originally developed to study
future water usage in the Rio Grande Valley of New Mexico. It has subsequently been
enhanced to more completely address climate-change issues, and its geographical data set
has been expanded to accommodate the entire United States. In this study, we use
elements of the model that pertain to the simulation of future water demand as well as to
the identification of regions of potential future water stress. These simulations are
possible at each of four reference scales: national, state, county, and watershed.

Figure A-1. The Sandia hydrological model (subset of modules
used for this study).

We calculate water demand individually for six different use sectors: municipal
(including domestic, public supply, and commercial), industrial, electrical power
production, agriculture, mining, and livestock. Water use and water consumption are
tracked separately for each of these sectors, as are the resulting return flows. Water use
denotes the temporary withdrawal for some purpose, such as cooling, and then returning
the water to its source, such as a river, for future use by downstream entities.
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Consumption denotes a withdrawal of water, such as for crop irrigation and soft drink
production, where it becomes unavailable for other purposes. Statistics of water use
published by the U.S. Geological Survey (USGS) serve as the primary data source for the
analysis. Specifically, data from the 1985, 1990, and 1995 campaigns provide the most
comprehensive picture of water use in the United States and hence form the calibration
and initialization basis of this analysis (USGS 2009).

We model municipal water use and consumption at the county level and
subsequently aggregate these data to the state level. The values for water use in 1995
serve as the initial conditions for the model. The analysis for this study begins in 2000.
Future rates for water use and consumption are calculated as the product of the per capita
water use and consumption and the population. Projections of population change for
individual states are based on output from our macroeconomic referent (the REMI
model), whereas the per capita rates for water use and consumption are extrapolated
according to regression equations that are fitted to the published USGS rates for water
use and consumption. The maximum change in the per capita water use and consumption
is capped at +20% simply to reflect the fact that changes beyond this level generally
require the physical structure of the water supply and demand system to change beyond
what the existing system can accommodate.

We derive water demand in the industrial, mining, and livestock sectors in a fashion
similar to how water demand is handled in the municipal sector; however, we calculate
use and consumption rates as the product of the gross state product (GSP) and the
associated water intensity (e.g., gallon of water per dollar of the GSP). Projections for the
GSP are based on output from the REMI model. Projections of water intensity are based
on historical trends and forecasts (USGS 2009).

We model increases in thermoelectric water demand as the product of new power-
plant capacity and the water-use rate per kilowatt-hour (kWh). For consistency, we take
projections of new growth in power-plant capacity directly from the REMI model. We
assume that thermoelectric water-use rates are equal to the 2004 average of the amount of
water need to cool a thermoelectric power plant per kWh. For cooling, the model
distinguishes the use of ocean water from fresh water.

Water demand in the agricultural sector considers losses from direct use at farms and
from conveying water to farms or fields, as well as from the direct consumptive use of
the crop itself. Estimated losses are taken directly from published USGS data. We
calculate the consumptive losses from crops as the product of historical average irrigation
rates for specific crop types and the associated irrigated acreage (USDA 2008). Thus, for
each crop considered, we multiply the amount of acre-feet of water used for irrigation of
the crop times the average number of acres farmed of the crop.

Key to this analysis is determining at what point a region will begin experiencing
water stress. That is, at what point will the available water supply be insufficient to meet
all projected water demands? This determination requires some measure of the available
water supply. However, detailed current water-supply values for each region of the
United States are unavailable, and calculating these values is well beyond the scope of
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this study. As such, we use a proxy to water supply that is based on the long-term mean
(average) gauged flow data, which are available at the USGS four-digit hydrologic unit
classification level (Stewart et al. 2006). The long-term averages for the regions are
further modified by sequentially subtracting increases in consumptive water use from
upstream basins (to account for the effect of growing water use on the availability of
water). The model includes projections on the use of ground water and implicitly
considers jurisdiction rights on downstream water usage. For this analysis, the ratio of
runoff to precipitation is assumed to be adequately constant for determining water
availability. Although studies indicate that there will be a change in this ratio, the
statistics remain inconclusive about the amount of change (Sheffield and Wood 2008;
Seager et al. 2008). Further, any such change in the ratio of runoff to precipitation is
inconsequential relative to the impacts considered in this study, as previously noted in
Section 2.6 of the main text.

To project potential water stress at the state level, the model calculates the ratio of
water supply to projected demand. Three thresholds are used to determine the potential
water stress of the individual states based upon the categorization scheme presented in
Table A-1. If the ratio of water supply to projected demand is less than 2 (i.e., the water
available is less than twice the amount of water needed), the state is assumed to be using
essentially as much water as is available in a normal year. Thus, any new water use or
drought would immediately result in a water shortage for the states (Taylor 2009) in the
“Current < Normal” category, i.e., Arizona, California, Nevada, and New Mexico. If the
ratio of water supply to projected demand is between 2 and 10, the state is assumed to
experience a water shortage whenever the supply drops below 60% of the long-term
average. States subject to this threshold are listed in the category named “Current < 60%
of Normal.” Finally, all other states are assumed to experience shortages only when the
water supply drops below 40% of average and are listed in the category named “Current
<40% of Normal.”

Table A-1. Water-Shortage Thresholds by State

Current < Normal Current < 60% of Normal Current < 40% of Normal
AZ co AL
CA cT AK
NV DE AR
NM FL DC

GA HI
KS ID
MA IN
NE 1A
NJ KY
NC LA
oK ME
RI ™MD
SC Mi
TX MN
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Current < Normal Current < 60% of Normal Current < 40% of Normal
uT MS
VA MO
wy MT
NH
NY
ND
OH
OR
PA
SD
™
vT

WA
wv

wi

The three categories in Table A-1 relate to the states’ current capabilities for storing
water. The states in the “Current < Normal” category generally have considerable water-
storage capacity, typically in the form of dam systems that can accommodate significant
fluctuations in precipitation. States in the “Current < 60% of Normal” category typically
have less storage capacity in place. Those states in the “Current < 40% of Normal”
category seldom have storage capacity capable of accommodating drought conditions.
For each year, climate data are passed to the hydrological model for it to determine where
water stress will occur. Where precipitation ratios (current/normal) fall below the above
thresholds, apparent water shortages are indicated. Shortages are not evenly distributed
across the sectors, but rather are weighted more heavily toward agriculture, mining, and
livestock. Specifically, two-thirds of the proportional water-shortage burden lies in
agriculture, mining, and livestock, where each is administered according to its relative
share of the demand. These shortages are calculated as a ratio of desired water use
compared to available supply for the sector. This availability is passed to the REMI
model for evaluation of the economic impacts.

The impacts of water availability on crop yield are calculated within the hydrological
model. These yield calculations are based on a model developed by McCarl et al. (2008).
The hydrological model is empirically based on the historical impact of climate changes
of the crop yield distribution, considering temperature, precipitation, variance of intra-
annual temperature, a constructed index of rainfall intensity, and the Palmer Drought
Severity Index (PDSI). For our analyses, these data are available or derivable from the
climate-model results within the PCMDI data set discussed in the main text. We assume
that rainfed crops depend solely on precipitation, while irrigated crops depend on both
irrigation and rainfall. Specified precipitation and temperature conditions come directly
from the climate model, while the percentage of irrigation is based on the severity of
water shortage in the individual states.
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Visit https://waterportal.sandia.gov/modelingteam/energywater/Models for further
information on the Energy Water Model.
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Appendix B. Economic Impact Methodology

The material in this appendix is derived from Warren et al. (2009). The economic
impact methodology was designed to answer two economic questions:
1. What does a physical climate change mean economically?
2. How can this change be incorporated in a macroeconomic model?

To answer the first question, we use the forecasts of hydrological changes reported by the
Sandia hydrological model noted previously. Table B-1 lists the types of hydrological
changes forecast by this model; each of these annual variables is forecast by U.S. state
over the 2010 to 2050 period.

Table B-1. Variables Used to Report Hydrological Impact Forecasts

Variable Description
al Relative production (compared with a base year) for crop x (both
i irrigated and nonirrigated crop production, combined)
H] Fraction of normal water availability for municipal consumption
E Fraction of normal water availability for thermoelectric generation
! consumption
HP/ Fraction of normal hydroelectric power production
I Fraction of normal water availability for industrial consumption
M, Fraction of normal water availability for mining consumption

As described in the sections below, we translate these hydrological impacts to direct
economic impacts by developing a set of assumptions about the direct economic impacts
of each, model these impacts, and then use publicly available data to quantify the actual
direct economic effects. We then enter these direct effects into the REMI model to
estimate the total (direct plus indirect) economic impacts over the 2010 to 2050 period.

B.1 Climate-to-Economy Modeling Assumptions to Address
Uncertainties

This study does not exogenously adjust the technological assumptions inherent in the
base-case forecast of the REMI model. Additionally, the study maintains the REMI price-
elasticity relationships that simulate consumer responses to rising prices. In general, this
response implies substitution of less-efficient production technologies for the use of

183



more-efficient production technologies within the economy. For example, the elasticity
relationships do implicitly capture the substitution of incandescent lighting for
fluorescent lighting and the purchase of high-efficiency appliances, but these consumer
behaviors are economically motivated. We do not adjust the elasticity relationships to
include any additional altruistic behaviors to avoid climate change.

To translate each hydrological change into a direct economic impact, we make a set
of economic assumptions, models, and calculations based on the type of change and the
sectors in which these hydrological changes occur. Each sector is described below, in
turn, beginning with two assumptions that apply across all the nonfarming sectors. These
assumptions simplify the economic methodology and reduce the uncertainties.

1. For inland facilities, we assume that investments can be made quickly as
conditions warrant, such as imposing close-cycle cooling systems or even dry
cooling. We further assume that these modifications could happen without the
significant shutdown of capacity. States that are adjacent to oceans will have
access to desalinated water.

2. Retrofits to conserve water are made instantly. In reality, there may be some
delays in producing machinery for the retrofits, which could lead to short-term
shutdowns of facilities in the various sectors. We assume that these shutdowns
will likely be relatively minor and that postretrofit production can largely
compensate for production reduction during the shutdown. Thus, we ignore the
cost impacts form the shutdown itself.

B.2 Modeling Agricultural Impacts

To model the effects of changes in agricultural productivity on the U.S. economy, we
develop separate strategies to estimate the impacts to (1) farm industries and their
suppliers and (2) nonfarm industries that use farm outputs as inputs to their own
production.

B.2.1 Impacts to Farming Industry

As with all of the climate-to-economy modeling, the estimates of direct economic
impact need to be quantified information (i.e., variables) that can be input directly into
the REMI model. The REMI model does not endogenously (i.e., internally) simulate
farming activity,'® but it does include a translator module that allows users to model
impacts to sectors that are not explicitly captured in the model, such as the farming
sector. For each state and year in the simulation period, the translator module takes as an
input the change in the total value of production for that industry and “translates” it into
impacts to a broader set of industries. For farm industries, the translator module

'5 This assumption is inherent in the REMI model. It may be justified economically because a principal
factor in agricultural production is land, which—unlike capital or labor—is immobile. Furthermore,
agricultural markets are international in scope. Thus much of the supply and demand and agricultural
markets is largely exogenous (i.e., external) to the United States.

184



calculates estimates of the changes in government spending, farm employment, farm
compensation, and intermediate demand to 65 other industries within the particular state.
These translated variables are then used as the inputs to the REMI model. The reduction
in output is based on the change in agricultural productivity coming from the
hydrological model discussed in the previous appendix.

B.2.1.1 Modeling Assumptions

Given that the farming industry is complex and that behaviors of individual farmers
depend on a wide range of factors that are hard to capture with the REMI translator
module, we make a number of simplifying assumptions:

e The climate-based changes in hydrology only impact agricultural production in
the REMI model for the combined irrigated and nonirrigated crops as forecast
separately by the Sandia hydrological model. We do not, for example, incorporate
price-based decisions made by farmers to produce or not produce crops. The
hydrological model implicitly contains the many physical factors and human
factors (e.g., differences in fertilizer applications due to fertilizer prices, different
water availability for irrigated versus nonirrigated land), and these models
incorporate some factors like soil productivity and, to some extent, farmers’
decisions about when to apply fertilizer and how much fertilizer to apply based
upon changes in rainfall.

e The changes in corn and soybean production are considered representative of
cereal corps. Corn and soybean farming have the greatest shares of production.
According to the National Agricultural Statistics Service, in 2008 the production
of corn for grain was $47.4 billion, and the production of soybeans was $27.4
billion. By comparison, the production of all “field and miscellaneous crops” was
$134 billion, the production of “34 major vegetables” was $10.4 billion, and fruit
production was $16.5 billion (USDA 2009a). The third largest crop is hay ($18.8
billion), whose productivity is not modeled within the Sandia hydrological model.
Changes to crops other than cereal crops are neglected, but the combined change
in the corn and soybean productivity is used as a proxy for productivity in all
farming inputs.

e Absolute and relative crop prices are held at constant world prices over the time
frame of the analysis. Agricultural commodity prices actually fluctuate on a day-
to-day basis based on events in world commodity markets. By affecting
agricultural productivity, global climate change will affect global commodity
prices. It is uncertain how the international markets for agricultural commodities
will respond to global climate change.'® Because our analysis is strictly U.S.
centric, we assume that relative global prices do not change. Local U.S.
agricultural prices can change as costs change.

6A global model of how agriculture changes its productivity in response to climate change may provide a
better idea of whether agricultural commodities will become more or less expensive. Even with such a
model, many factors remain that will lead to substantial uncertainty about the overall effect of climate
change on commodity prices.
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e The only agricultural and water-use substitutions applied in the economic analysis
are those substitutions predicted within the hydrological model. No additional
substitutions are made on the economics portion of the modeling. In reality, there
is a wide range of substitutions that are made by individual farmers, for example:
farmers often rotate crops, farmers may change the mix of crops in response to
price changes or expectations in productivity, farmers may install irrigation
systems or choose not to use existing irrigation systems, and farmers may alter the
timing of plantings and fertilizer applications. These considerations are implicitly
recognized within the Sandia hydrological model based on historical responses.
For this analysis, however, the land in cultivation does not change with climatic
conditions. The estimates of the production loss in agriculture due to climate
change come from within the Sandia hydrological model. The REMI analysis
considers the reduction in production to be the dominant impact. Any additional
changes that are outside the scope of this effort are assumed to be secondary.

e We use the exogenous growth pattern for advances in agricultural production
technologies that is used in the base case of the REMI model (our macroeconomic
referent). In addition to improvements in general framing practices, these changes
consider improvements in how intermediate goods and services are used in the
production of crops. These improvements over time are applied by the translator
module when it converts the agricultural results of the hydrological simulations
into input changes to the REMI model. The ratio of the corn and soybean
contribution to the GDP to the production of these crops is therefore assumed in
the climate-change simulations to grow at the same rate as the REMI model’s
base-case forecast. For example, if a farmer in the base case produces a bushel of
corn in 2050 with half the amount of labor used in 2010 (based on REMI’s base-
case forecasted improvements), a farmer in the simulations will produce a bushel
of corn in 2050 with half the amount of labor used in 2010 even if fewer bushels
are produced in the simulations than in the base case. Effectively, our assumption
implicitly considers the ratio of the farm GDP to farm production to remain
unchanged from what it is in the REMI base case for all our simulations.

e We assume that climate change does not directly affect livestock farming. In
reality, livestock farming may be impacted by changes in the price of feed,
changes in the productivity of forage eaten by grazing livestock, and water used in
livestock farming and manufacturing.'” Industrial livestock production may be
affected indirectly through impacts to the food manufacturing industry. The
hydrological model does capture these phenomena, but we consider the impacts
secondary to this analysis.

e We do not make adjustments for the effect of climate change on forestry. While it
is likely that climate change will affect forest productivity, given the long time
constants in silvaculture and the 2050 time horizon of this study, the important
impacts on the forestry industry (other than increases in fire destruction, also
neglected) occur in time frames beyond this analysis.

17 Water use in livestock farming is less than 1% of all U.S. water use (Hutson et al. 2004).
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B.2.1.2 Modeling Procedures

Because the output of the translator module is proportional to the magnitude of the
inputs, we used the translator to develop a standard set of impacts for a $1 million change
in the corn or soybean crop production. We can then determine the impact from any
change in farm production by simply multiplying the farm loss in millions of dollars by
the “standard set.” This linear approximation, which essentially employs a set of
multipliers, allows automated calculation of inputs to REMI agricultural-sector based on
the output of the hydrological analysis.

We use estimates of corn productivity from the Sandia hydrological model to
estimate changes in the REMI model’s grain-farming industry and changes in soybean
productivity in the REMI model’s oilseed-farming industry. Changes in production
values (measured in dollars aggregated across each state) for each crop, x, (that we have
entered into the REMI model via the translator module) are calculated as

ot i . , GDP*™
AY =Y -Y., =(a,, - DY 6 ——t,
x,t x,t x,b (ax,t ) x,b GDE,ﬁmﬂ
where
AY;, = the change in production for crop x in state i (an average of 2006 to
2008 data [USDA 2009a],'®
Y, = the value of production in year ¢,
Y, = the average production in the baseline period (an average of 2006 to
2008 data [USDA 2009a)),
a;’, = the relative production of crop x in year ¢ in state i to the baseline

production (an output of the hydrological model),

GDP,/”™ = the REMI model’s (exogenous) forecast of national farm GDP in
year ¢, and

GDP;/*™ = the REMI model’s (exogenous) forecast of national farm GDP in the
baseline period (an average of 2006 to 2008).

To quantify the input variables that can be used to simulate the impacts, we convert AI/;fI
to millions of dollars and multiply that value by the variables produced by the REMI
translator module for each state, economic sector, and year in the forecast period.

'® Taken as the average of 2006 through 2008 data (USDA 2009a) .
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B.2.2 Impacts to Industries That Use Farm Output

In addition to directly impacting agriculture, changes in agricultural productivity will
impact the downstream users of agricultural farm output. These users are modeled
directly within the REMI model except for the intermediate inputs they purchase from the
exogenous farm industry.

B.2.2.1 Modeling Assumptions

Modeling the effects on the downstream users of farm products in this study requires
a number of assumptions in addition to those listed above:

e The actual amount that the users of a commodity pay to obtain the commodity
includes the cost of transportation. Although this “economic geography” process
is modeled in most industries within the REMI model, once again it does not
apply to the exogenous farm industry. In this case, the net price of these food
commodities is assumed to include transportation costs. If production in a state
decreases, net prices are assumed to increase due to the higher costs necessary to
transport the commodities.

e We assume that the degree to which an industry is affected by net price changes
of farm production is proportional to the total requirements of the particular
industry that originates from the farm industry. Table B-2 lists the Bureau of
Economic Analysis (BEA) industries that have total requirements of $0.05 or
more for each dollar of production, an amount that was chosen as the cutoff for
industries modeled in this study. Changes in the net price will change the
production costs for the industries shown in the right column of the table. The
data in the table were extracted from U.S. Department of Commerce (2008b).

Table B-2. Industries with Total Requirements from Farms of at Least
$0.05 per $1 of Output

BEA Industry Requirement for | REMI
10 Code | Name $1 Output (R, ) | Industry/industries
111CA Farms $1.18 N/A
311FT Food and beverage $0.31 #19: Food
and tobacco manufacturing,
products #20: Beverage and
tobacco product mfg.
113FF Forestry, fishing, $0.10 #2: Agriculture and
and related forestry support
activities activities; Other
722 Food services and $0.07 #62: Food services and
drinking places drinking places
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e We assume that changes in corn and soy production, when averaged together
using a weighted average based upon baseline production of the two crops by
state, serve as proxies for changes in productivity for all farm inputs within a
state.

e To estimate the direct GDP contribution of crop production, we estimate the ratio
of the GDP directly due to crop production to production of corn and soybeans.
Between 2006 and 2008, national corn and soybean production averaged $58.1
billion (2000%) and crop production averaged $126 billion (USDA 2009a). During
the same time, the average estimated (exogenous) farm GDP in the REMI model
was $87.9 billion. In 2006, the measured output in livestock was $112.1 billion)
(Figueroa and Woods 2008). Therefore, the estimated ratio is [$126.0
billion/($112.1 billion + $126.0 billion) * $87.9 billion}/$58.1 billion = 0.801.

e The REMI model’s projected changes in technology in industries that use farm
products as inputs account for the REMI model’s forecast changes in food-
production technologies. Therefore, only the changes in productivity measured by
the hydrological model (i.e., not the REMI model’s forecast increases in farm
productivity) are used to calculate changes in production costs.

¢ Final demand from consumers for farm output is small (personal consumption
expenditures are $52.9 billion compared with industry output of $294.8 billion).
Most consumer demand for farm production comes by way of demand for the
production of the industries listed in Table B-2 (e.g., personal consumption
expenditures for food and for beverage and tobacco products are $482.5 billion
compared with industry output of $722.2 billion and personal consumption from
food services and drinking places is $497.8 billion compared with industry output
of $614.1 billion (U.S. Department of Commerce 2008b). Therefore, we do not
model changes in the net prices of farm production that directly affect consumers
although we recognize that the REMI model endogenously (i.e., internally)
calculates rising prices to consumers from cost increases in these other industries.

B.2.2.2 Modeling Procedures

Because farm production is a basic input for most of the production in the industries
listed in Table B-2, it is difficult to substitute other inputs. An increase in the net costs of
farm production will appear to be an exogenous increase in production costs in these
industries (because the farm industry is not modeled endogenously in the REMI model).
Therefore, we model the increased net costs to these industries by exogenously increasing
the production costs in the REMI model. This approach is “used when a specific policy
will affect the cost of doing business in a region without directly changing the relative
costs of factor inputs” (REMI 2009). Farm input is not included as a factor input in the
REMI model.

We assume that if farm production within a state changes, the changes are

compensated by imports or exports via rail transportation. Table B-3 gives some average
costs of shipping grains by rail, as well as the price of each crop. The “% Rail” column
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indicates the cost of the rail transportation relative to the price and can be thought of as
the increase in net price if a firm had to obtain these grains via rail instead of locally.
With these data as a guide, we assume that production costs will increase or decrease by a
factor of 20% of the decrease or increase of agricultural production in the state.

Table B-3. Average Cost to Ship Grain by Rail'®

Avg. Rail Cost  July 2010 Price
Grain Per Bushel Per Bushel % Rail
Com $0.99 $4.75 21%
Soybeans $1.04 $9.87 11%

We use the following equation to estimate the change in production costs caused by
changes in agricultural production in state i:% *!

* *y
APC%', = -20%*R, *[(ac,,m, D*Y.,., +(a,,,y, D*Y,,, ]

Ycumb +7, soy,b
where

APC%;,, = the percentage change in production costs for industry x,

R, = the total requirements of industry x for farm products to produce a
dollar of outputs,
a,, = the relative production of crop x in year ¢ in state i to the baseline

production (an output of the hydrological model), and

Y;’lb = the average production in the baseline period (an average of 2006
to 2008 data [USDA 2009a]).

The term APC%L, goes into the REMI model as the change in the shares of production
costs for the appropriate industry.

' The data in the table were compiled from USDA (2009b), the July 2010 futures price (closing price on
5/19/2009 on the Chicago Mercantile Exchange, http://www.cmegroup.com, and calculation of the rail
costs as a percentage of the futures price.

2% n states without either corn or soybean production, this term is assumed to be zero.

2! Throughout the report, the “*” symbol denotes element-by-element multiplication.
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B.3 Modeling Impacts to Municipal Water Use

Municipal water use is one output from the Sandia hydrological model that we do
not model directly in the economics model (i.e., REMI) because our internal evaluation
indicates that there are many opportunities for substantial municipal water conservation
that will be inexpensive and have little effect on the livability of a region. While there is a
utilities sector within the REMI model that subsumes the municipal water utilities,
municipal water utilities are not modeled explicitly in the 70-sector version used in this
analysis. As such, directly calculating the impact of a separate municipal water sector is
not possible. Therefore, a number of assumptions need to be made to model the effects of
water shortages to municipal water utilities. These assumptions follow.

B.3.1 Modeling Assumptions

Our review indicates that drought-induced water conservation is relatively easy to
conduct. For example, the EPA estimates that 30% of household water is used for
outdoor watering (and this is higher in arid regions) (EPA 2008), suggesting that a
significant fraction of water consumption would be eliminated in time of drought.
Also, the American Water Works Association (2009) estimates that 30% of
household water could be saved if all homes installed common water-saving
features. Finally, 60% (or more) of household water use could be readily reduced
with current, affordable technology.

Our review indicates that municipal water losses of greater than 60% would have
to be made up with more-extreme conservation measures, such as developing new
no- or low-water technologies, or increased conservation measures, such as taking
shorter showers, washing clothes less frequently, using disposable dishware,
eliminating car washes, closing golf courses, or having the population migrate to
states with greater water availability.*?

Our review indicates that many technologies exist that may help provide long-
term sources of municipal water. For example, rain-harvesting technology, water
treatment, desalination, and water pipelines could be used to increase supply. We
assume that the use of future technology remains the same as today except that
desalination may be increased near the coasts. The assumed use of conventional
water-conserving technologies is a pragmatic approach to estimating the impacts
of reduced water availability.

22 As for minimum water requirements, the United States Agency for International Development (USAID)
recommends 20 to 40 liters per person per day, while a separate study recommends a Basic Water
Requirement right of 50 I/p/d (17% of average U.S. household use and 9% of average California household
use) (Gleick 1996). The daily per-person minimum requirement of water usage could probably be reduced
by more-efficient technologies like composting toilets.
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B.4 Modeling Impacts to Power Production

Although agricultural irrigation has the largest consumption of water, thermoelectric
power production is the sector with the largest U.S. water usage (Hutson et al. 2004),%*
albeit with only 3% of the national consumption (Feeley et al. 2005). As a result, water
shortages could be expected to have significant impacts on electricity supplies. In the
total absence of water, facilities could maintain production by dry cooling, thereby
eliminating water consumption in thermoelectric generation. New renewable-generation
technologies such as wind and photovoltaic facilities would also not need water. In states
adjacent to oceans, desalinated water used in evaporative cooling systems and ocean
water used in once-through cooling systems provide an even cheaper alternative. To
reflect the increased costs of the backstop technology, we model the effect of water
shortages on electricity production by increasing the costs of generating electricity in the
REMI model.

Additional impacts to power production result from changes in water volumes in
rivers and streams that change the available production of hydroelectric power. We
model these changes by changing the demand for alternate sources of electricity
production in the REMI model.

B.4.1 Thermoelectric Power in States not Adjacent to an Ocean

Because of prohibitive costs, in-land power plants do not attempt to use ocean water
and therefore need to reduce their dependence on water availability (e.g., river flow)
conditions.

B.4.1.1 Modeling Assumptions

¢ Thermoelectric power was responsible for 48% of water withdrawals in 2000
(Feeley et al. 2005). However, much of that water (91%) is used in once-through
cooling, where most water is returned to the source where it originated, at a higher
temperature, and thus is not consumed. The remainder of the water is used in
closed-loop cooling systems where most of the water is evaporated, hence
consumed. We use this basis to distinguish water consumption from usage, as we
incorporate investments to reduce the water needs of the power sector.

e Due to climate changeg, it is possible that some freshwater sources for once-
through cooling will no longer have a sufficient flow of water. Hydroelectric
power may be similarly affected by reductions in water flow. We assume the
reduced hydroelectric production may necessitate additional supplies of power
from alternate sources such as thermoelectric power. We include the impact of
developing the alternative production facilities.

¢ Climate change may also increase the temperature of water and air, which may
decrease the cooling efficiency of thermoelectric power plants. Additionally,

2 Consumption is higher in agriculture because 91% of thermoelectric withdrawals are used in once-
through cooling, which consumes very little water.
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“warmer water discharged from power plants can alter the species composition in
aquatic ecosystems” (Karl et al. 2009). Because the temperature changes in river
water are not explicitly considered by the Sandia hydrological model, we do not
explicitly consider the economic effects of these changes for the power plants. As
noted in Section 2.6, the impact of the changes in efficiency of the power plants is
small compared with the cost increases already assumed by retrofitting the
cooling system.

In addition to once-through cooling and closed-loop cooling, there is a third type
of cooling referred to as air-cooled (dry) cooling. This expensive but universally
applicable technology to combat water shortage is called the backstop technology.
This technology consumes little water, and instead works similarly to air cooling
by removing heat from steam and transferring it to the ambient air with fans. We
assume that electricity producers will retrofit to dry cooling only when that are
faced with water shortages, A large portion of thermoelectric power generation
involves converting to combined-cycle generation technologies (Powers
Engineering 2006), much of which can more easily use dry cooling (and in the
event of water shortages, an even greater share will be dry cooling) due to the
reduced cooling needs of these plants.

We use an estimate of the additional cost of dry cooling from calculations made
by Powers Engineering (2006) for retrofitting generation in California. The
company performed calculations for a hypothetical plant that find the increased
cost of generation of converting from once-through cooling to a wet tower will be
between $0.0013/kilowatt hour (kWh) and $0.0039/ kWh (against a wholesale
price of $0.07/kWh) depending on the capacity utilization of the plant. Powers
Engineering also cites projections that dry-cooling retrofits would cost 25% more
than wet-tower retrofits, which means that the range would be $0.0016 to
$0.0049/kWh. These calculations assume a 7% interest rate and 100% debt
financing. A more realistic mix with 55% debt financing, 45% equity financing
(taxed at 50%), and property taxes triples the cost in the range of $0.0048 to
$0.0147/kWh.

Retrofits have the additional effect of making power production less efficient.
Powers Engineering estimates that cooling will reduce the efficiency of the
hypothetical plant and cost an additional 1-2% for retrofitting to wet closed-loop
cooling. However, the company does not recommend a value for dry cooling,
which is more energy intensive. A power consultant identifies increases of 1.9 %
for production costs when retrofitting wet, closed-loop cooling and 4.9% for dry
cooling (Maulbetsch 2006). Assuming that wholesale prices of $0.07/kWh can be
used as costs, multiplying those prices by 4.9% increases the cost by
$0.00343/kWh.

The increased investments in equipment increases the total cost of retrofits in a
range of $0.00823 to $0.01813/kWh. We assume that the high end of the range is
correct and that retrofits to dry cooling will increase generation costs by an
additional $18.13/megawatt hour (MWh).We assume that the high end of the
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range is correct and that retrofits to dry cooling will increase generation costs by
an additional $18.13/megawatt hour (MWh).

e An alternative backstop technology is gas turbines. The turbines tend to be
relatively expensive to use because the price of natural gas is high, and the
turbines have low utilization rates because they mainly are used to serve peak
demand. For these reasons, we assume that power producers will not switch to gas
turbines to mitigate water shortages.

e We assume that once retrofits have been implemented, the electric power in a
state will be able to operate fully with the reduced level of water consumption at
the increased costs in future years.

As different states have different mixes of once-through cooling, the states are
affected differently by water shortages. For example, all cooling in many arid states is
done by the wet, closed-loop type because such states lack the water volume required for
once-through cooling.* However, we assume that water shortages will affect the power
production of generation technologies that commonly consume water (i.e., fueled by coal,
natural gas, nuclear, other, other biomass, other gases, petroleum, and wood and derived
fuels) in proportion to the state’s water shortage. This is a conservative estimate for four
reasons. First, wet, closed-loop cooling consumes a much greater amount of water than
does once-through cooling for the same power production. It is likely that wet, closed-
loop cooling would be converted first to dry cooling. This conversion would reduce a
large fraction of water consumption but affect relatively little power production. For
example, we estimate that in Texas wet, closed-loop cooling consumes 97% of all water
consumed for cooling but produces only 62% of power.?* Our conservative assumption is
that a 97% reduction in available water would require that 97% of the power-plant
capacity be retrofitted to deal with that water shortage—likely an overestimate. Second,
some portion of the power produced in each state, especially the power produced with
natural gas, already uses dry cooling. Consequently, fewer power plants within each state
would need to retrofit their cooling mechanisms. Third, retrofits would first occur for
power plants that operate at a high-capacity utilization rate; thus the costs of a retrofit in
reality should be lower for mild water shortages. Fourth, power plants that use ocean
water as their source are unlikely to require retrofitting because they consume salt water
from a source that is expected to increase in volume.

B.4.1.2 Modeling Procedures

The additional production cost of electric power in each state, i, and each year, ¢, is
calculated from EIA (2009) as

AY =$18.13*(1-E)* X',

where

# Calculated from EIA (no associated date) titled “Annual Steam-Electric Plant Operation and Design
Data” using data from 2005.
% Ibid.
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. = the fraction of normal demand for water by electric power producers that
is satisfied and

X' = the total power production, in MWh, of production in the state in 2007 for

power fueled by coal, natural gas, nuclear, other, other biomass, other
gases, petroleum, and wood and derived fuels.

Because producers can permanently operate with a reduced supply of water
following retrofits, E,,, < E,. In years where the electric power available for electricity
production decreases (i.e., E, < E, ), investment in cooling retrofits is measured by

AIN;=$71.35*(E! |- E)* X',
which assumes that all investments are made immediately.

The REMI model contains a “Cap and Trade Scenario” testing capability that
provides guidance in modeling the economic impacts of cap-and-trade policies. Because
cap and trade is likely to impact the electric power generation sector, the REMI Cap and
Trade analysis suggests manipulating utility costs. An increase in production costs due to
retrofitting equipment to reduce water use, as used in our analysis, is a similar cost
increase.

Utility costs are changed by increasing the production costs for the utilities sector.
Specifically, we exogenously increase the value of the production costs in the utilities

sector by the amount (AY,") determined by the above equation. During years where

producers must invest in retrofitting technologies, this additional demand (AIN, from the
above equation) is invested. We then exogenously modify the REMI model’s investment
spending for what REMI calls “Producer’s Durable Equipment.” This approach,
however, allocates demand generically in a way that overly favors production in
industries like computer and electronic product manufacturing. Thus, we use REMI’s
translator module to adjust these numbers for different types of equipment, such as
industrial equipment. Like the translator for agriculture, the equipment translator
produces many variables (up to 65) that are slightly different for each region. We
estimate that around 60% of additional net demand goes to the machinery manufacturing
sector and 33% goes to the electrical equipment and appliance manufacturing sector. To

simplify the calculations, we assume that two-thirds of AIN,i goes to the machinery

manufacturing sector and one-third goes to the electrical equipment and appliance
manufacturing sector by modifying the REMI policy option for exogenous final demand.

% Calculations from Powers Engineering (2006) for a retrofit from once-through to wet-tower cooling are
$100,000/MW of capacity. Using their estimate that dry cooling costs 25% more, this value becomes
$125,000/MW. Using the low-end capacity of 20% (8,760 hours x 0.20 = 1,752 kWh per year), this
averages to $71.35/MWh.
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B.4.2 Thermoelectric Power in States Adjacent to an Ocean

If there is a shortage of fresh water, power plants near the ocean can directly use
saline water, can have the water shipped inland via a pipeline to the facility, or can
convert (municipal) desalinated water for their own use.

B.4.2.1 Modeling Assumptions

In states that are adjacent to oceans, we assume that water shortages experienced by
the electric power industry are mitigated by using once-through cooling with saline ocean
water or by desalinating water and using it in wet-tower cooling. We assume that
thermoelectric generation plants in a state will conserve water by switching wet-tower
cooling systems to desalinated water during water shortages.

Because desalination is a proven technology, we assume that any state on a coast has
access to desalinated water as a backstop before water shortages become too severe. (In
addition, states not on the coast may have access to desalinated brackish water, but we
ignore this possibility because it would affect a relatively small population.) In these
states, the main consideration for modeling is the increased cost of the desalination
process.

Desalinated saline water is more expensive than surface or ground water. A recent
study cited the current price of water in San Diego as $0.24/m’ but the cost of
desalination as between $0.64 and $1.04/m® (NRC 2008). A review of cost estimates for
various technologies conducted by Miller (2003) at Sandia found estimates from 23
studies. For sea water, these estimates ranged from $0.27 to $6.56/m’; however, the high
range is an outlier. Removing one study puts the upper estimate at $1.86/m>. We assume
that the upper estimate is correct and that using desalinated water will increase the cost
by $1.62/m’.

A study of water use by thermoelectric plants found that the mean withdrawals per
kWh of electricity for evaporative cooling was between 4.54 and 4.95 cubic decimeters
(dm?®) for one kWh, depending on the technology used (Yang and Dziegielewski 2007).
Taking the larger value, we assume a value of 4.95m°/MWh. Thus the additional cost of
using desalinated water in wet-tower cooling is $9.21/MWh. Because the cost of using
desalinated water is about half the cost of converting to dry cooling ($9.21/MWh versus
$18.13/MWh), conservation of water will likely occur by substituting desalinated water.

B.4.2.2 Modeling Procedures

The additional production cost of electric power in each state, i, and each year, ¢, is
calculated by

AY =$921*(1-E)* X',
where

E ,' = the fraction of normal demand for water by electric power producers that
is satisfied, and
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X' = the total power production, in MWh, of production in the state in 2007 for

power fueled by coal, natural gas, nuclear, other, other biomass, other
gases, petroleum, and wood and derived fuels (EIA 2009).

In states where cooling retrofits are necessary to conserve water, electricity
production could permanently operate with less water. However, in the case of states
adjacent to oceans, electricity producers may use desalinated water in one year and return
to fresh water in the following years if the shortages are less severe.

As discussed previously, we exogenously increase the value of the REMI

“Production Cost" (amount)” variable for the utilities sector by the amount AY,
determined by the above equation. In addition, we exogenously increase the value of the

“Industry Sales/Production” variable for the utilities industry by an amount equal to AY;
to account for the increased water production that the power generators require from
water utilities that provide desalinated water. Increases in production in the REMI model
automatically trigger investment in the industry; thus the REMI model automatically
accounts for investments that are made to build desalination capacity.

B.4.3 Hydroelectric Power

Hydroelectric plants are fully dependent on water flow. The enduring loss of water
requires the construction of new renewable-energy, fossil, or nuclear-powered facilities.

B.4.3.1 Modeling Assumptions

Drought conditions will change rainfall and thus change the volumes of water
flowing through rivers and streams. Hydroelectric power creates electricity from the
potential energy in water, so lesser or greater flows of water correspondingly reduce or
increase the amount of power that can be generated by a hydroelectric plant.

We approximate the marginal cost of producing hydroelectric power as zero because
the major costs of producing hydroelectric power are about the same regardless of how
much power the plant actually produces. Capital costs to build hydroelectric power
generation are sunk costs. Thus the cost of producing electricity is the same no matter
how much power is produced. Labor costs are relatively small; the same amount of labor
is required from workers, such as guards and operators, irrespective of the level of power
production. Hydroelectric power does not use a costly fuel source as does thermoelectric
power. Thus changes to hydroelectric power, alone, are not assumed to have any
aggregate macroeconomic impact.

Changes to hydroelectric power production will have a macroeconomic impact
through substitutions away from or to other forms of production with a greater marginal
cost. We assume that reductions in hydroelectric power lead to an equally large increase
in demand for thermoelectric power, whereas decreases in hydroelectric power lead to an
equally large decrease in demand for thermoelectric power within the state where the
hydroelectric power is produced. These changing demands change production levels but
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not necessarily within the same state—power can be imported or exported outside a
region.

We assume a monetary value for changes in demand of $138.13/MWh, which is
equal to the cost of new coal-power generation ($120/MWh)?’ plus the costs of retrofits
to dry cooling towers ($18.13/MWh—a conservative assumption because cooling
“retrofits” will likely be cheaper to implement when designed into new construction).

We do not calculate any changes to demand for other sectors. In reality, an increase
in demand for the utilities sector, for example, could reduce demand for other sectors
because of price and income effects. However, modeling at this detailed level is beyond
the scope of this study. By assuming that there are no changes to demand in other sectors
due to changes in demand for the utilities sector, we are setting the bounds of the
maximum possible impact.

B.4.3.2 Modeling Procedures

Changes in the demand for alternate sources of power resulting from changes in
hydroelectric production are treated in the REMI model as a change in the “Exogenous
Final Demand (amount)” variable of the utilities sector. To satisfy changes in demand,
the REMI model changes production and investment in capital stock (e.g., increasing
capital stock if thermoelectric power plants are needed) in a state and its neighbors.

The change in the “Exogenous Final Demand (amount)” variable for the utilities
sector in state i and year ¢ is calculated as

AD,’ =$138.13 *(HP,i —1)*X,’;,,,
where

HP/ = the fraction of normal hydroelectric power production in state i and year ¢
and

Xyp = the total hydroelectric power production, in MWHh, in the state in 2007
(EIA 2009).

B.5 Modeling Impacts to Industry and Mining

Of all the major sectors of water withdrawal for the United States, industry is the
smallest (5% of all water withdrawals) after thermoelectric power (48%), irrigation of
agriculture (34%), and public water supplies (11%) (Hutson et al. 2004). Mining, whose
water availability is modeled separately from the aggregate of other industries, consumes
less than 1% of all water.

2 LAZARD (2008) and a transmission and distribution cost of $20/MWh (Northwest Power and
Conservation Council [2009]).
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B.5.1 Modeling Assumptions

A USGS report (Hutson et al. 2004) provides information about aggregate
withdrawals of water for all industries and mining but does not break down the numbers
by specific industry or provide data on how much water is consumed (e.g., evaporated or
incorporated into a product) or returned to its source, such as with once-through cooling.
Statistics Canada (2005a), on the other hand, provides a large number of tables with a
large breadth of data based on surveys of industrial and mining users of water. We
assume that the water use of Canadian industries mirrors that of U.S. industries,
proportionally. This assumption is reasonable because the two countries use similar
technologies, and the industries are both classified according to the North American
Industry Classification System (NAICS). (Because temperatures in the United States are
generally warmer than in Canada, it is possible that more U.S. industrial water is used for
cooling. In the bullets below [beginning with “Food™], a greater amount of cooling means
that there are more opportunities for cutting back the amount of water used by converting
to dry cooling. Thus assuming that the United States and Canada use the same
proportions for cooling is a conservative approach.)

Hutson et al. (2004) state that food, paper, chemicals, refined petroleum, and primary
metals are the largest industrial users of water, and these researchers provide separate
data for the mining industry. The Statistics Canada (2005a) survey reports similar
findings but also includes the beverage and tobacco manufacturing sector as a significant
consumer of water. These six industries account for 87% of all industrial (nonmining)
consumption of water. We have focused on these industries.

The data from the hydrological model used in this study give the percentage of
normal consumption that can be provided by water supplies. Therefore, we assume there
is plenty of water to withdraw, but only a limited amount of this water can be consumed.
The remainder of the water must be treated and returned to water supplies where it can be
withdrawn and ultimately consumed by other users.

A summary of pertinent statistics for the Statistics Canada survey is provided in
Table B-4. Only 13.5% of water intake is actually consumed. The remainder of the water
is for the following:

¢ Food. Disclosure problems make it difficult to see clearly what is happening in
the data. It is likely that a large portion of the food industry’s water consumption
is used for sanitary service, most likely in the animal-processing industries. This
water is probably relatively difficult to conserve, but it can be treated or
transferred to irrigation use. Surface discharge is very small, probably because it
is difficult to treat. It is likely that most of the discharge becomes irrigation water.
(The italicized values in Table B-4 indicate undisclosed data that we input by
assuming that 29% of water intake is used for cooling, as it is in the beverage and
tobacco industry.)
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e Beverage and Tobacco. This industry’s consumption rate is the highest of all at
51%. The high percentage is likely due to the fact that water composes the
majority of most beverages.

e Paper. This industry’s consumption rate is only 5%, and it discharges 89% of its
intake to the surface, and it spends a lot of money doing these activities. There is
very little this industry can do to conserve because it consumes so little and is
already spending a lot to treat water.

e Petroleum and Coal. This industry is based on transforming petroleum and coal
into usable products (i.e., the industry does not include extraction). The industry
has a consumption rate of 12%. Much of this is likely due to evaporation, as 87%
of the water is used for cooling, condensing, and steam. The 12% could be
conserved using similar technologies to those identified for electricity generation.

e Chemicals. This industry consumes a relatively high amount of water, probably
because the water is used in chemical reactions or as a solute. There is no
conservation opportunity with this use of water. Because a large portion of water
is used for cooling, condensing, and steam (80%), there are opportunities to
conserve water here by using similar technologies to those identified for
electricity generation.

¢ Primary Metals. Primary metals manufacturing uses a moderate amount of water
in cooling, condensing, and steam (hence there are moderate conservation
opportunities) and returns a relatively large percentage of water (80%) in surface
discharge.

e Mining. Statistics Canada surveys only the mining (except oil and gas) sector.
Surface discharge is 98% of withdrawals. Consumption is —37% because mining
often “generates” water when mines are below the water table. If the intake is
ad!justed by adding mine water, the total intake is 674.9 million cubic meters (mil
m”) of water per year and 7% of that amount is consumption. The recycling rate is
448%, meaning that the same water is used over and over again. Since mining
consumes so little water and already has a high recycling rate, there are few
conservation opportunities.

The USGS study of water use in the United States, i.e., Hutson et al. (2004), includes
oil and gas in its mining data. These data are much more limited than the Canadian data
and cover only a subset of states. The data report that mining uses 2,250 thousand acre-
feet per year of fresh water and 1,660 thousand acre-feet of saline water. Of the saline
water, 1,260 thousand acre-feet per year is ground water.
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Information about the output of Canadian industries is included in Table B-5. We
assume that U.S. industries use water at the same rate, per amount of output, as Canadian
industries (i.e., the right column of Table B-5 is representative of U.S. industries). Due to
a lack of information about water use in oil and gas extraction, we assume that the
industry has the same water-use characteristics as the mining (except oil and gas) sector.

To calculate the costs of retrofitting cooling systems to dry-cooling systems, we
assume that the costs per amount of water consumption saved are the same as in the
electric power industry. We assume that the maximum percentage of water that can be
conserved by retrofitting cooling systems in each industry is equal to the amount of water
used in cooling divided by the total intake. This value ranges from 6% for mining to 87%
for petrochemicals and coal. Again, we assume a value of the previously mentioned
4.95m*/MWh for the amount of water used by thermoelectric plants for evaporative
cooling (Yang and Dziegielewski 2007), and we use the previous value for retrofitting
power generation plants of $18.13/MWh. Dividing $18.13/MWh by 4.95m*/MWh equals
an additional cost of $3.66/m> for water saved by retrofitting to dry cooling.”

We use the previous value of investment necessary to retrofit power generation
plants of $71.35/MWh. Dividing this value by 4.95m*’MWh equals an investment cost of
$14.41/m’ for water conserved by retrofitting to dry cooling. As with electric power, any
cooling retrofits that occur will reduce the industrial requirements for water in future
years.

We assume that once the maximum amount of water has been conserved by
retrofitting to dry cooling, additional water is not easily conserved because it often goes
into production or is otherwise lost in the production process. Water must be obtained
through desalination, or otherwise firms must shut down production to conserve any
remaining water. Desalination is available to firms in states that are adjacent to an ocean
at an increased cost of $1.62/m’ (for the reasons noted previously). Because the increased
cost of using desalinated water is much cheaper than the increased cost of retrofitting to
dry cooling, we assume that firms will use desalinated water to adjust to the shortfall in
water. Firms in all industries conserve water in the same proportion (e.g., if the available

water is a fraction [ ,' of normal demand, all firms have access to that fraction.)

In states not adjacent to an ocean, we assume that all industries initially retrofit
cooling systems to conserve water. For simplification purposes, industries retrofit
according to a linear function that is proportional to the industry’s consumption of water
for cooling purposes multiplied by the water shortfall.*® Once all retrofits have been
performed, if the retrofits have not conserved enough water, industries shut down in
equal proportions. This is a conservative assumption because industries are likely to shut
down according to how intensively they use water for noncooling purposes (based upon

% This amount is slightly more expensive than the $1.62/m’ increase for desalinated water used previously.
Thus, it may be slightly cheaper for a wet closed-loop cooling system to use desalinated water rather than
to retrofit the system. However, the cooling in these data is an aggregate of both wet closed-loop and once-
through types.

30 The implication of this assumption is that different industries will conserve water at different rates
depending upon the intensity at which the industries consume water for cooling.
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water consumption per dollar of output), with the most intensive industries shutting down

first. Calculations of these intensities are given in Table B-5.

Table B-5. Noncooling Consumption Rates Compared with Industry Output

Noncooling
Noncooling 2005 Output Output in Consumption
Consumption $CAN mil $US mil m*/$M US
(mil m*)*! (2002) ** (2008)* Output
Food 194.1 $71,028 $102,330 1,897
Manufacturing
Beverage and 57.9 $13,901 $20,027 2,889
Tobacco
Product
Manufacturing
Paper 96.5 $33,546 $48,330 1,996
Manufacturing
Petroleum and 55 $59,228 $85,330 64
Coal Product
Manufacturing
Chemical 30.7 $54,659 $78,747 390
Manufacturing
Primary Metal 113.8 $49,790 $71,733 1,586
Manufacturing

Table B-6 provides the water use by industry based on Canadian statistics. Column
one gives the percentage of water intake that is used for cooling, column two gives the
total amount of water consumed by each industry in 2005 on an annual basis, and
columns three and four list the value of economic output from each industry in Canadian
and U.S. dollars, respectively. Column five lists the resulting consumption rate in terms
of water volume per unit of economic activity.

3! Statistics Canada (2005a).
32 Statistics Canada (2005b).
*3 Converted to 2005 Canadian dollars by multiplying by 1.099 (112.27/102.13) (NationalMaster),
converted to 2005 USD by multiplying by 1.21 (2005 exchange rate and PPP equivalence (International
Comparison Project [2008]) and converted by 2008 USD by multiplying by 1.08 (122.422/113.026,

EconStats).
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Table B-6. Total Consumption®

2005
Output Outputin | Consumption
Cooling % | Consumption | SCANmil | $US mil m’/$M US
Intake (mil m’) (2002) (2008) output
Food 29% 2727 $71,028 $102,330 2,665
Manufacturing
Beverage and 29% 81.3 $13,901 $20,027 4,059
Tobacco
Product
Manufacturing
Paper 28% 1343 $33,546 $48,330 2,779
Manufacturing
Petroleum and 87% 423 $59,228 $85,330 496
Coal Product
Manufacturing
Chemical 80% 149.9 $54,659 $78,747 1,904
Manufacturing
Primary Metal 52% 238.4 $49,790 $71,733 3,323
Manufacturing
Mining 6% 443 $24,351 $35,083 1,263
(adjusted)

B.5.2 Modeling Procedures

The following sections outline the equations used to determine the impacts from
water shortages in industry, using the assumptions generated in Section B.5.1.

B.5.2.1 States not Adjacent to an Ocean

These states first retrofit industrial cooling systems to conserve water. If additional
water conservation is necessary, industries must halt some production. For each state i
and year ¢, a fraction of water consumption that can be saved through dry-cooling
retrofits is calculated by weighting each industry’s cooling-water intake as follows, using
data from Table B-6, presented previously, and the REMI model’s standard regional

control outputs:

3Based on calculations in Tables B-4 and B-5.
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where

f b, p, e, c, and m represent the six nonmining industries,

%c, = the percentage of consumption assumed to be used in cooling,
WI ., = the water intensity of each industry, and

Y;"_, = the output of industry x (in millions of 20088$ US, from the REMI model’s
standard regional control).

Because mining is disaggregated from data in the Sandia hydrological model, its value is
simply 6%.

Production costs in each industry increase by’

x*x,t

$3.66 * Y%c WI Y’ (A-1')>%c;

x" x,t

.- _{(1-1{)/5/?,2f*$3.66*%cxm Y -1y <%
where

I/ = the fraction of usual water demanded that is available to all industries.

For mining, which includes both the mining (except oil and gas) sector and the oil
and gas extraction sector, this equation simplifies to

mt

.~ [-M!)/0.06 $3.66 x0.06 1263 Y, |1 - M) < 0.06
$3.66 %0.06 x1263 Y, (1-M!)=0.06

where

M, = the fraction of usual water demanded that is available to mining.

Increases in production costs, APC'

x,t?

are inputs into the REMI model that
exogenously increase the “Production Cost (amount)” variable for the appropriate

35 The vertical line at the end of each equation given in this section notes the domain of the independent
variable for which the equation is applicable.
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industries. Investment in cooling-system retrofits are made until all industrial cooling

systems have been retrofitted (i.e., %c, has been conserved. Investment is based upon
previous retrofits in the following sets of equations:

(L -I)*$1441%%c WLY,,  |1-I)<(1-I)<%c,
AIN' | =1L, = (1-%c:)]*$14.41% % WI. Y, [(1-1',) < %c: <(1-1')
0 otherwise
and for mining:
(M[, —M;)*$14.41*0.06 ¥1263Y;, A-M_)<(1-M')<0.06
AIN!, =4[M., —(1-0.06)]*$14.41%0.06 *1263Y, |1 - M) <0.06 < (1- M")
0 otherwise

The first case occurs when water availability is lower than the previous year but still
higher than the maximum amount that can be conserved with cooling retrofits. The
second case occurs when water availability is lower than the previous year and lower than
the maximum that can be conserved with cooling system retrofits. The third case occurs
when water availability increases or decreases further below the maximum retrofitting
conservation amount. Because the industry can operate with less water every year to the
point where all possible retrofits have been made,

I Smax‘f_l,(l—"_/c»—cj)

-

and
M <max §1.,,(1-0.06) ,

As with investments for dry-cooling retrofits for electric power generation, we
assume that two-thirds of AIN;, goes to the machinery manufacturing sector and one-

third goes to the electrical equipment and appliance manufacturing sector by modifying
the “Exogenous Final Demand (amount)” variable.

When water availability is below the level that can satisfy industry needs through

cooling-system retrofits (e.g.,(1-1) > %ct ), firms must shut down some portion of

production to conserve water. We assume that firms reduce their output in proportion to
the amount that the water shortage exceeds the level that can be conserved with cooling
system conservation. This can be represented as
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AY!, =—(U—I] —%c) [A - %)Y, |1~ I1) > %ic:.

For mining, the equation simplifies to

AY!, =—(1-M! -0.06)/(1-0.06)Y, |[(1- M') > 0.06.

This change in industry output is treated in the REMI model as a change to the “Industry
Behavior” component of the model through exogenously reducing “Industry

Sales/Exogenous Production” in the model by an amount equaling AY;, . An alternative

strategy is to adjust “Firm Sales” by changing “Firm Behavior,” In the REMI model
“Firm Behavior” is represented by a set of input adjustment parameters that allow
“displacement [of production by local industries] due to competition in the local and
nearby markets and the national market,” whereas changes to what REMI calls “Industry
Behavior” leads to an exogenous change in the production of local industries that will not
be compensated for by other firms increasing their production levels. Although it is likely
that firms in regions of the country with abundant water increase production to take up
the slack created by water shortages, the REMI model does not include explicitly
consider water availability. Because many of the firms picking up the slack in a REMI
simulation would be within the same region, using “Firm Behavior” would result in
unrealistically high levels of production as a result of water shortages. Thus, choosing
“Industry Behavior” is the more suitable assumption.

B.5.2.2 States Adjacent to an Ocean

The hydrological model first attempts to purchase water rights to mitigate the impact
or reduce regional water availability. Once this option is exhausted, these states conserve
water by purchasing desalinated water with a cost of $1.62/m’ for water conserved. The
increase in production costs for each industry is based upon the industry’s water intensity
for water consumption and the industry’s output, as represented by

APC;, =$1.62*(1-1,)*WI.Y,, . This equation assumes that each industry loses the

same fraction (1-1I,) of its normal water demanded. The whole amount of the change in
production costs is applied as increased production costs for industry x, and a fraction of

the amount, %c , is applied to increased production in the utility industry to correspond
to increased production of desalinated water.
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Appendix C. Base-Case Normalization

Even in the absence of climate change, economic and population growth will lead to
potential water shortages (EPA 2002; GAO 2003; Karl et al. 2009). The impacts from
these water constraints are typically not considered within macroeconomic forecasts and
are not included in the base-case REMI forecast used as the macroeconomic referent in
the analysis presented in the body of this report.

The study uses the concept of water availability, which compares indicated demand
with expected supply. If there is no change in usage behaviors, the macroeconomic
referent would produce reduced water availability in the future. In reality, if there were
constraints of water availability, industries and consumers would more efficiently use
water to maintain operations. The analysis of the main text only includes differences in
water availability beyond what are considered in the hydrological referent. We call this a
normalization, where the implied (lack of) water availability in the referent is disregarded
and only additional changes due to climate change are associated with macroeconomic
impacts.

To present a more complete picture, this appendix presents the impacts of water
constraints that are not due to climate change. The color-coded tables, organized by year
and state, note the water availability for municipal utilities, industry, and thermoelectric
facilities (Figure C-1) and for mining (Figure C-2). The estimated impacts that would
occur for the GDP and for employment follow in Figure C-3, Figure C-4, and Table C-1.
For all the tables and figures in this appendix, note that precipitation and thus hydrology
is assumed constant over the entire time period. The change in water availability is solely
due to the demand exceeding a constant supply.

In Figures C-1 and C-2 shown first, a water availability value of 1.0, depicted as
green, indicates that all the water needed is available. As demand starts to exceed supply,
a value less than 1.0 is present, and the color starts to turn yellow. When there is a
significant gap between supply and demand, the numerical value diminishes further as
yellow turns to red. Several states, including South Carolina, Tennessee, Virginia, and
West Virginia, may experience rather severe water constraints even in the absence of
climate change.
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Figure C-1. Municipal, industry, and thermoelectric water availability in the hydrological referent.
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Figure C-2. Mining water availability in the hydrological referent.
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The implied impacts of the water-availability constraints in the hydrological and
macroeconomic referents on potential GDP and employment are noted in Figure C-3 and
Figure C-4, respectively.
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Figure C-3. National GDP impacts in the hydrological referent.
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Figure C-4. National employment impacts in the hydrological referent.
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Table C-1 provides a numerical listing of the implied impacts of water-availability
constraints in the hydrological and macroeconomic referents. Note that the impacts are
relatively small compared with the low-exceedance-probability climate impacts, such as
in the $2 trillion in the 1% case. Nonetheless, the value of the implied impacts is nearly
half the size of the 99% exceedance-probability results ($638 billion) in the body of the
report, The national GDP loss due to predicted water constraints, even in the absence of
climate change, is $316 billion (2008 $) at a 0% discount rate and $114 billion at a 3%
discount rate. In other words, had the projected water shortages been included, the
macroeconomic referent’s forecast of the GDP (the starting point of the analysis) would
have been $316 billion less at a 0% discount rate. Note again that none of these impacts
are contained in the reported impacts of climate change. The climate-change impacts
reflect only the difference between the referent and any simulation. See Section 3.2.4 for
more information.

215



Table C-1. Base-Case Impacts

Base Case
Changsin | Changein | Changeln Changeln | Changeln | Changeln
Reglon aop Empl. Pop. Reglon [ Empl. Pop.
(0% O.R. $B) | (1K Labor Yrs) | (1K People) (0% OR..$8) | (1K Labor Yrs) | (1K People)

United States 2.1 1gme " 00| [uortans ‘506l 52 02
|Atsbama $15 132 13 [Metraska $08 38 1.0

$334 -207 5| 160f  [Hevada 8244 1258 81
{anansas $07 57 12] New Hamgshre $05 41 0e
Cattormia $463 2513 83 [NewJersey $57 218 32
Colorado 25 14 e| 28] [HewMenco 822 472 05
Connecticut $24 12| 1.4]  |New York 8231 784 64|
Detaware $07 a7 02| |North Caroira $53 434 A1
Eald 12 ¢ 02] Mo Cakots $04 29| 02
Flonda $58f 401 94| |omo $118 5 nl 41
Georgia -$3 ol 258 35| |owanoms $13 9 zI 12
[laano -$0 5[ 45 oa] Oregon $09) ] o] 25
inois 45,0[ 214 50] |Pennsyvania s78| .56 oI 02
indians stog] £43 44] [Rnoge tstang 504 .zel 04
lowa S 79) 12| [Soum Carotna $02 a9 08
Kansas 509 .5e| 14] |south Dakota £03 22 04
Kentucky -sal -28‘5{ -1 Zl Tennessee $197) -135¢ 18
Louisiana 824 158 oe} Texas $97 554 112
Amne $04 34 061 Utah -$1 OI 141 1.0]
Marylang $43 260 oa] Vermont o8| 49 0t
Massachusents 845 27 ze] Vgnia 872 mol 18
Michigan $82 7} sl 1 a] Washington $22 110 37
tMinnesotn $19 -wal 31| |wesivwgna 8427 2584 -399)
Ississippi S s,al 08 |[Wisconsin $18 -to,sl 27,
Missou $17 112 29 |Wyomng 811 9 ol 05

Obs ' Changes in GDP and empioyment are summed aver the 2010-2050 period. poputation 1 the 2050 vatue
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Appendix D. National and State Reference Values

(REMI Base-Case Control Run)

The analysis results presented in the body of this report are based on comparing
macroeconomic values in the base-case forecast of the REMI model, the macroeconomic
referent, with simulation values. Thus, the analysis results are the differences between the
estimated values without climate change and the simulated values with climate change. In
this appendix, we simply report the macroeconomic values from the base-case forecast so
that one can compare the impacts (changes) noted in the analysis results on national- and
state-level GDP, employment, personal income, and population. Table D-1 summarizes
the national values of these variables for three sample years from the base-case forecast.
Although data for all years during the period of the study are available, we have selected
three representative years as illustrative of the economic trend.

Table D-1. National Summary Values

REMI Summary - National

2007 2025 2050

National GDP ($B) $14,396.5 | $23,304.3| $52,577.0

Employment

(1K People) 181,668.7 | 201,023.2| 275,903.9
f§é§°"a' neome $14,285.9 | $38,129.8 | $185,936.6
Population

(1K People) 301,697.4 | 356,252.5| 431,634.3

Table D-2, Table D-3, and Table D-4 provide values for state-level contribution to
the GDP, employment, and population, respectively, for the three sample years. As an
example, from Table D-3, West Virginia is forecast to have 1.249 million people
employed in 2050 in the macroeconomic referent that does not consider future climate
change.
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Table D-2. GDP Values (2008$) in Base Case

REMI Summary - GDP
GDP ($B) Region GDP ($B)
Region
2007 | 2026 | 2050 2007 | 2025 | 2080
United States $14,396.5| $23,304.3| $52,577.0| [Montana $33.0 $492]  $113.0
Alsbama $171.4]  $250.6]  $575.3] [Nebraska $75.1 $111.7]  s2465
Arizona $2675|  $4732] $1.2841| [Nevada $1335]  §2126] 4972
Arkansas $93.1 $137.6 $312.4] |New Hampshire $64.0 $113.0 $2733
California $1,946.8] $35518 $9,567.8| [New Jersey $5059]  $8430] $1,7338
Colorado $261.0]  $434.6]  $9222| |New Mexico $67.0 $99.8]  $220.0
Connecticut §2176]  $3830]  $819.8] [New York $1,199.0] $2.337.3] $5339.2
Delaware $49.0 S77.1 $161.2] |North Carolina $375.7 $569.8] $1237.7
District of Columbia $105.9]  §1530]  $266.9] [North Dakota $26.2 $38.9 $91.4
Florida $807.2] $1,2561] $2,752.7| [Ohio 84911  $7023] 814736
Georgia $4306]  $676.5] $1.437.7| [Oklahoma $131.7]  $1843]  $3586
idaho $52.6 $862]  $217.3| [Oregon $1625]  $274.1 $679 1
[tingis $671.8]  $9985| $1.896.7| |Pennsyivania $559.1 $849.3] $1,760.7
indiana 5260.6] $377.4]  $844.6] |[Rnhode Isiand $46.7 $753] 51636
flowa $1205]  $1797]  $414.1] [South Carolina $1626] $2392]  $5345
Kansas $119.2 $180.4 $399.4| [South Dakota $28.4 $42.5 $101.3
Kentucky $155.0]  §2243]  $4975| [Tennessee $2522|  $3832] $8844
Louisiana $166.2]  §236.3]  $505.0| |Texas $1,107.9] $1.7160] $3599.9
Maine $48.0 $74.4]  $177.5] {utah $104.5]  §$1726] 54284
Maryland $295.2 $449.5 $885.9| |Vermont $25.2 $42.0 $102.2
Massachusetts $407.0]  $739.2] $1.706.4| [Virginia $408.5]  $6093] §1.168.5
[Michigan $4279]  $6114] $13664| [Washington $325.7]  $539.8] $12495
[Minnesota $2794]  $446.0]  $954.2| [West Virginia $56.7 $81.1 $174.9
IMississippi $850]  §1243]  $299.6] [Wisconsin $243.1 $3525]  $7608
|Missour $2474]  $3655]  $764.8] |Wyoming $24.5 $334 $66.0|
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Table D-3. Employment Values in Base Case

REMI Summary - Employment

Reai Employment (1K People) Region Employment (1K People)
i 2007 2025 2050 2007 2025 2050
United States 181,668.7] 201,023.2| 275,903.9] [Montana 648.2 691.3 946.3
Alabama 2,629.7 2,667.1 3,633.6| |Nebraska 1,260.0 1,293.1 1,688.0
Arizona 3,427.1 4,277.7 7,142.0] |Nevada 1,653.3 1,995.6 3,041.7
Arkansas 1,629.6 1,656.0 2,206.3] |New Hampshire 872.4 1,032.7 1,518.1
Califomia 20,858.1 25,805.3] 42,573.6] [New Jersey 5,250.7 6,044.3 7,817.8
Colorado 32415 3,797.3 5,001.3] |New Mexico 1,118.7 1,199.4 1,639.6
Connecticut 2,291.6 2,716.3 3,598.3| [New York 11,279.2] 14,183.8] 19,805.2
Delaware 554.0 620.3 817.5] |North Carolina 5,401.3 5,723.9 7,632.1
District of Columbia 819.5 897.2 1,095.0| |North Dakota 492.6 506.1 691.2
Fiorida 10,781.8] 12,110.2 16,457.8| [Ohio 6,991.9 6,940.1 8,721.5
Georgia 5,499.9 6,081.5 7,886.2] |[Oklahoma 2,184.1 2,164.7 2,550.3
idaho 919.1 1,035.8 1,554.2} |Oregon 2,327.4 2,681.6 4,031.8
llinois 7,744.8 8,043.8 9,579.3 Pennsylvania 7,430.0 7,971.3 10,368.3
Indiana 3,785.0 3,706.4 4,816.5| {Rhode island 631.3 706.8 962.1
lowa 2,053.0 2,072.1 2,757.7{ |South Carolina 2,484.8 2,590.7 3,446.4
Kansas 1,876.0 1,911.6 2,424.0 South Dakota 564.3 577.7 792.8
Kentucky 2,462.9 2,427.0 3,131.0 Tennessee 3,795.7 3,995.6 5,442.4
Louisiana 2,510.1 2,505.0 3,224.4| |Texas 13,795.8| 15,031.5| 19,580.4
Maine 857.1 932.0 1,324.4f |Utah 1,626.4 1,877.9 2,807.3
Maryland 3,460.6 3,808.8 4,834.7 Vermont 437.9 498.9 732.3
Massachusetts 4,299.5 5,276.1 7,712.2 Virginia 4,929.5 5,246.5 6,390.4
Michigan 5,596.7 5,500.6 7,221.2| [Washington 3,947.0 4,469.7 5,985.1
Minnesota 3,620.7 3,956.9 5,269.7] |West Virginia 941.2 952.4 1,249.6
Mississippi 1,555.6 1,561.5 2,135.7 Wisconsin 3,658.2 3,640.9 4,615.5
Missouri 3,739.4 3,830.2 4,798.1] |Wyoming 384.5 387.3 482.2
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Table D-4. Population Values in Base Case

REMI Summary - Population
Redl Population (1K People) Reglon Population (1K People)
egien 2007 | 2026 | 2050 2007 | 2025 | 2080
United States 301,697.4] 356,252.5| 431,634.3] [Montana 960.7 1,167.0 1.370.1
Alabama 4,655.9 5,376.4 6,505.1] [Nebraska 177714 1.981.7 2,341.0
Arizona 6,333.5 9,072.9f 13,178.3] |Nevada 25954 3.957.9 5,665.1
Arkansas 2.834.0 3,166.3 3,764.4] |New Hampshire 13233 16229 20454
California 36,4619 44,179.3] 60,212.1] |New Jersey 8,707.4] 10249.0] 12,0816
Colorado 48454 6,254.8 7.673.4] |New Mexico 1,968.9 2,352.0 2,786.1
Connecticut 3.505.1 4,1514 4,867.21 |New York 19,3202 236221 284354
Delaware 867.6 1,087.9 1,304.0] |North Carolina 90268 110675 13,7464
District of Columbia 586.0 687.6 760.6] |North Dakota 640.4 779 858.0
Florida 18.4353] 23,6678 29,1825| |Ohio 114718} 117210} 128111
Georgia 95645 12310.0] 15,0974 [Oklahoma 3,627.4 4179.0 44112
ldaho 1.496.5 1,927.7 2.486.3] |[Oregon 3.7324 4.556.1 5,809.2
lllinois 12,832.5] 13,865.1 15,120.9| [Pennsylivania 124285] 13,7968] 159554
|indiana 6,348.2 6.697.8 7.634.3| |Rhode Island 1,056.7 1,162.6 14204
Jlowa 2,982.7 3,189.2 3,772.4] |South Carclina 44015 52431 6.296 5
Kansas 2,776.8 3,102.9 3.568.2] |[South Dakota 796.4 902.1 1,095.7
Kentucky 42335 45894 5.264.9] {Tennessee 6,180.9 7,382.6 9,152.0
Louisiana 4,239.9 4,320.0 4,670.8] {Texas 239344| 30.1667] 353359
|Maine 1.318.9 14973 1,859.6] |Utah 2,638.1 34387 4519.9
[Maryland 5627.7 6,422.6 7.321.0] |[Vermont 621.7 721.2 908.2
[Massachusetts 6,443.3 7.636.5 9,693.5| [Virginia 7,669.6 8.806.8 9,9413
[Michigan 10,081.8] 10,003.8] 11,250.8| |Washington 6,438.9 7,706.5 9,256.7
[Minnesota 517970  58720[ 6.931.8 {West Virginia 18159 19888] 22704
IMississippi 2928.2 3,259.5 3,8563.8] [Wisconsin 5.599.6) 59425 6,717.4
[Missouri 68923 6.571.2 7,363.0| |Wyoming £21.9 6274 696.2
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Table D-5 lists the sums of GDP and employment from 2010 to 2050 for comparison
with summary-risk values presented in the body of the report. Note that the population
column in Table D-5 reflects only the number of people in 2050 and thus does not
contain summed values. As an example from Table D-5, from 2010 to 2050 West
Virginia is forecast to produce a GDP of $4,139 billion with approximately 42,000 labor
years of work. In 2050, the population of West Virginia is estimated to be 2,270,400.
Note that the values in all tables in this appendix are raw numbers; no discount rate has
been applied to any monetary quantity.

Table D-5. REMI Control Totals from 2010 to 2050 for Comparison
with Summary-Risk Values

REMI Control
Region | ActualGDP | TomiEmpl | ToulPop. Region | ActalGOP | TomiEmpl | TomiPop.
(0% DR., $B) {1K Labor Yr3) (1K People} {0% D.R., §8) | (1K Labor Yrs) {1K People}
United States |  $1,2050108) 89049153  4318343] |Montana 25399 30,3847 13701
|Atabama 130605| 1188199 85051] INebraska 57291 56,687 1 23410
Arizona %2075 2005652 12.1783| |Nevada §11.1824 91,004 1 55651
Arkansas 71350 73,120.3 37644 |New Hampshire $5,9685 485004 2,045.4
Calfornia 1948845 11989248 602121) [New Jersey $421817] 2634893 12,0816
Icolorado 210305 1657841 76734 |New Mexico $5,002.0 530223 27861
|Connecticut 193885 1189049 48672| [New York $1214804) 6203581 284354
Detaware 38862 272413 13040) [North Carolina $201407) 2520789 137464
m 72722 387553 760.6| [North Dakota $2,030.8 22,3457 8580
Florida 844994| 5386055 29,1825 |ohio $353715| 3014879 128111
Georgia a2ne 2657413 150074 |Oxahoma $8.950.0 91,8511 44112
Kdaho 46117 46,8431 24883| |Oregon s145667| 1213808 58092
Winois 88404 3440453 15,1209| |{Pennsyivania $426830) 3491270 15,955.4
Indiana 194738 16275858 7:634.3| |Rhode Istand $3838.8 31,2825 14204
lowa 93814 91,4799 37724 |South Carofina s123481| 1143230 82865
Kansas 9.262.4 83,0634 35682| [South Dakota 2288 256113 10857
Kentucky 11542]  106,4359 52649| |Tennessee 520,007 sl 1773437 9,1520
Louisiana 119365 1092646 4670 a[ Texas $859023] 8548177 35,3359
Maine 39269 41,7764 1.sss‘el Utah $9,189.2 847525 45199
Maryland 22447 1659014 73210 |Vermont $2,2280 225144 9082
Massachusetts 384086] 27,2468 95635 |Virginia soo@i08] 2250887 99413
[Michigan 4937 2419713 112509| [Washington $280884] 1961115 92567
Minnesota 26535 1737265 e.sa:.e[ West Virginia $4,139.0 419321 22704
Mississippi 6,587.4 69,4478 3‘853.8[ Wisconsin s179415] 1585084 87174
Missour 18.401.9) 166,139.1 7,363.0[ Wyoming $16321 166246 696.2

Obs ' GDP and employment are summed over the 2010-2050 period, population is the 2050 value
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Appendix E. 1% Exceedance-Probability Impacts

National and State

This appendix provides detailed national and state information at the 1% exceedance
probability. Our interest in this study has been to address the full range of possibilities of
climate change, including the impacts of events that have a low probability and also a
high consequence. The analysis results at the 1% exceedance probability in this appendix
represent the worst-case example in our study and provide a more in-depth look at the
impacts and their volatility by state and industry over time. The analysis results are the
differences between the values forecast without climate change (from the macroeconomic
referent discussed in Appendices C and D) and the simulated values with climate change.
Note that the analysis results are based on a single motif as discussed in the main text.
Thus, the results presented for any particular year are realizable for that time period but
should not be considered a point prediction (see the discussion of motif in Section 3.1).

Note that some states experience a change in the sign of the impacts (from positive to
negative or vice versa) or a reversal in the magnitude of the impacts. For example, a state
may initially be positively affected because it has adequate water, but reduced
precipitation in later years finally has an overall negative impact on the state. Conversely,
a state may initially be negatively affected because of reduced precipitation, but the state
may be positively affected (e.g., losses are reduced) in later years because the states
surrounding it suffer more.

Table E-1 shows the GDP impacts for industry at the national level by decade. The
values in this table and other “by decade” tables in this appendix are not cumulative over
the particular decades. Thus, the values listed in Table E-1 for, say, 2050, for all
industries listed represent only the GDP impacts for 2050, not a summation of such
impacts from 2040 to 2050. Taking the ambulatory health care services industry as an
example, we note that in 2050 this industry is estimated to experience a loss of $11.3
billion at the 1% exceedance probability. This loss is due to reduced labor earnings
reducing the demand for health care along with the demand for other goods and services.

Table E-2 provides the contribution of individual states to the GDP by decade at the
1% exceedance probability. The entry for the United States (entire nation) in the table
includes the impacts on Alaska and Hawaii, which are not listed in the table. Each
succeeding decadal value for the United States (on the first row) is reflective of the
overall downward trend. Most states at these 10-year marks are also illustrative of this
trend, though there is some volatility in loss in a few of the states, like California, and no
loss in some states such as Idaho, Oregon, and Washington.

Table E-3 and Table E-4 illustrate the yearly changes in the contributions to the GDP
by individual states. These tables highlight the volatility as well as the potential change in
the sign of impacts for some states. Taking New Mexico as an example, we observe the
volatility at the 1% exceedance probability beginning in 2012, where the loss goes back
and forth from $0.2 to $0.1 billion until 2015 when the loss jumps by a factor of 10 to
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$1.2 billion. Similar volatility is present to 2050, reflective of the overall downward trend
in the state’s contribution to the GDP. In 2050, the impact reaches $2.9 billion, which is
the greatest loss for New Mexico in the whole 40-year period.

Table E-5 shows the employment impacts per state by decade. As an example, the
impact of climate change on West Virginia is a loss of 54,200 jobs in 2050 at the 1%
exceedance probability. To determine the difference between this value and the
employment value estimated in the base-case referent (in Appendix D, Table D-2), we
subtract 54,200 from 1,249,000. This difference, 1,194,800, reflects the adjustment to the
base case for 2050 as a result of climate change. In effect, the employment in West
Virginia grows, but it grows more slowly with climate change.

Finally, Table E-6 through Table E-24 display the impacts for each state by industry-
group with decadal resolution at the 1% exceedance probability. The values listed in each
of these tables represent a particular industry’s contribution (i.e., value-added output) to
the GDP. To explain the contents of this data set, we look at Table E-10, which gives the
contribution to the GDP by the educational services industry in 2020, 2030, 2040, and
2050. In 2050, Connecticut, Colorado, New Mexico, West Virginia, and Wisconsin all
show a loss of $4.9 million as a result of climate change at the 1% exceedance
probability. On the other hand, the educational services industry in 2050 does show
positive impacts for some states. For example, from a loss in 2040 of $6.1 billion, this
industry shows a gain of $11 million in 2050 in this worst-case example. Part of the
explanation could be that people from other states that suffer as a result of climate change
will have moved to California and led to growth in the educational services industry.
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Table E-1. Change in GDP Contribution by Industry (1% Case)

Change in Contribution to GDP ($B) - 1% Case

Category 2010 | 2020 | 2030 { 2040 | 2050 Category 2010 | 2020 | 2030 | 2040 | 2050
Foresty endlogging. Fisting. Woog. | gpogs| soote| $0023f S0017| $0005| |Watervansponanon $0000| 50001 s0000| s0000| $0000
Agnoufiure and forestry support . Truck transportation, Couners and
phri sao00| 50005 SD009| S0013| Sooz| |TRSKEAeR s0001| soes| sores] stern] .s2ear
O and gas exraction $0028 $0021| $1578] 50393 0968 :umw"“‘”:“""“e"“ 30001| .$0004| 50020 S0056 50084
Mining (except oitand gas) $0000| $0.060| $3233] $10.390| $17324| |Pipetne transportation s0007| .s0001| -$0011| -So018| 0036
Suppod actvbes for mung $0000] $0047| $0205 $0703| $14gsf |SconCand S 0000 $0010| $0038| $0081| -S0080
Ubies s0425| s0120{ $0473] $1557] $0274| [Warehousing ana storage s0000] 50033 $0102| $01ss| s0169]
Consiruction 50023 0895 $1583 ssese| .s2197 ” $0000| 0135 So4e8| S0950| 81620
[Wood product mendactsing s0000| -$0022| -$0081| .S0073| soo77| [MoBONPrcxeand soundrecording $0000| 50036 $0138| $0343| $0783
. ISPs,
RO rrinecal procct $0001| $0038] 50142 $0.251| S0430| [searchporsts, sndcma processing Other| $000%| S0.114| S0.448] S0884| $1397
mamsactunng Sogcileoallt
Prmaty metal mantactsing s0007| .s0021| so100] s0258 80455 mm emet, s0004| 0263| -s108s| 2251 s3gre
muthorves - central bank; Credd
¥ s0007| soor0] s0197| S0267| 50297 endreisted scivmes; Funcs|  30005| 50402] s1448| S2844] 4150
8
Mactunery mandactunng 50083 $0033| $0163) $0804| $2126] |SeCUTVES commodly cortracts, $0002| $0428] $1737] S3:48| 55065/
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Table E-6. Change in Contribution to GDP and GSP by State and Industry
Group (1% Case) for Accommodation and Food Services ($M)

Region 2020 2030 2040 2060 Region 2020 2030 2040 2060
United States | -$303.2| -$804.3] -$1,311.1] -61,768.0] [Montana $1.2 $1.2 $24 $24
Alabama -$8.6 -8$13.5 -$23.3 -$453| |Nebraska $0.0 $0.0 -$2.4 -837
Arizona -89.8 -860.2 -$90.6 -$83.2 |Nevada $1.2 -$15.9 -$56.3 8539
Arkansas -812 -824 -$6.1 -$13.5| {New Hampshire $12 $12 $1.2 824
California $00] -8294] -31420[ $1494( |New Jersey $12 -$2.4 $0.0 $1.2
Colorado $4.9 -$8.6 $0.0 -837| |New Mexico -$4.9 $245 $257 -$31.8
Connecticut $7.3 $11.0 $147 $23.3] |[New York -$23.3 -$38.0 -$51.4 -$60.0
Delaware 812 -$12 -$24 -$24] |North Carolina -8§25.7 -340.4 -$58.8 -889.4
papaintsl s24/  s24f  s12]  s00| [NorthDakota s00] so0] 512 s24
Flonda -$1518] -$2253| -$318.3| -$4664| |Ohio $6.1 824 -$73 -$24.5
Georgia -553.9| 8771 -S111.4| -$1738| |Oxlahoma -$12.2 -8$34.3 -$29 4| -8514
Idaho $24 $2.4 $6.1 $66/ |Oregon $8.6 $122 $25.7 $355
Winois 873 $11.0 849 -$28.2( |Pennsyivania -$18 4 -834.3 -$45.3 -$66.1
indiana $3.7 $37 -$6.1 -$23.3 {Rhode Island $1.2 $1.2 $24 $37
lowa $12 $12 -$1.2 -$6 1| |South Carolina -$220] -$331 -$514| -8881
Kansas $12 -$12 824 -87.3| |South Dakota $0.0 $0.0 $1.2 824
Kentucky -$86 -$159 -$38.0 -$771| {Tennessee -$19.6 -$331 -§62.4f -$110.2
Louisiana -54 .91 -$73 -89.8 -$24.5 |(Texas -$60.0f -81383; -$161.6| -$2730
Maine $1.2 $12 $24 $24j |utah $0.0 -873 -818.4 -$184
lMaryIand -$8.6 -$13.5) -$171 -$26.8 {Vermont $00 $0.0 $0.0 $0.0
Massachusetts $4.9 $73 $9.8 $13.5] |Virginta -$19.6 -$31 .8' -§42.8 -$63.7
Michigan $0.0 $0.0 873 -$184] |Washington $147 $20 8' $45.3 $58.8
Minnesota $0.0 $12 -$24 -$122( {West Visginia -$37 -818 4 -$392 -$735
Mississippi -$1.2 -824 -87.3 -$17.1 {Wisconsin $0.0 $12 -$2.4 -$122
Missoun §$24 849 $4.9 -$73| |Wyoming $00 -$1.2 -$24 -$73
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Table E-7. Change in Contribution to GDP and GSP by State and Industry
Group (1% Case) for Administrative and Waste Services ($M)

Reglon 2020 2030 2040 2050 Region 2020 2030 2040 2060
United States | -$262.2| -$1,001.4] -$1,734.7| -$2,634.8] (Montana $0.0 $0.0 -$1.2 $12
Alabama -$4.9 -$11.0 -$184 -$31.8| [Nebraska $49 $0.0 -837 -$8.6
[Anizona $147 -$747; -$138.3| -$148 1] [Nevada $37 -$22.0 -$62.4 -$38.0
Arkansas -$12 -$37 -$6.1 -811.0] [New Hampshire $0.0 -$1.2 -$24 -$6.1
Calfornia -$158( 8722 -$1591| -$1028] |New Jersey -$110] -$306{ -$514 -$80.8
Colorado -$4.9 -$42.8 -$39.2 -$58.8] |New Mexico -$4.9 -$34 3 -$31.8 -$428
Connecticut -$2.4 -$7.3 -$122 $196] |New York -$19.6 -$588) -$1065 -$1702
Delaware $12 -$24 -837 -$7.3] |North Carolina -813.5 -$28.4 -$477 -$784
et of $12]  s49] 586 5147 [North Dakota $12|  s00 512  s24
Florida -$56.3| -81236] -31934| -$2938] |Ohio 812 -829 4 -$686f -81236
Georgia -$26.9) -$53.9 -$845] -$1322| [Oklahoma -$73 -$60.0/ -$30.6) -$637
ldaho $0.0 -812 -$1.2 $0.0] |Oregon $37 $4.9 $9.8 §$159
Illlmois $6.1 -$37 -$38.0| -$1151] |Pennsylvania -$11.0 -$31.8 -$52 6| -$83.2
Indiana $1.2 -$11.0 -8355 -872.2] [Rhode Island $0.0 $1.2 -$12 -$24
lowa $6.1 $12 -$49|  -8135] |South Carolina -$73] 8159 -$233f -3367
Kansas $0.0 -$6.1 -886] -$196| [South Dakota $1.2 $0.0 $0.0 $12
Kentucky -$12 $86 -$35.5 -869.8] [Tennessee -$9.8 -§29.4 -$624 -$1004
t ouisiana $24 -$9.8 -$147 -$26.9] |[Texas -$380{ -S1128] -$1457| -$2351
Maine $0.0 $0.0 -$12 -$12] |Utah 8371 8147 -8387 -$36.7
Maryland -$6.1 -$184 -$294 -$50.2| [Vermont $0.0 $0.0 -$1.2 $1.2
Massachusetts -$24 -$9.8 -$171 -$331} |virginia -$98 -$25.7 -$428 -$686
Michigan -$1.2 -$15.9 -$46 5| -$88 11 [Washington $24 $0.0 $6 1 $11.0
Minnesota $4.9 $12] -$122] -8$31.8] [West Virginia $12] 8196 -8416] -$661
Mississippi -81.2 -$24 -$49 -89 8] Wisconsin $1.2 -$1.2 -§9.8 -$257
Missoun $1.2 -$37 -89 8| -$29.4] [Wyoming $0.0 -$1.2 -824 -$6.1
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Table E-8. Change in Contribution to GDP and GSP by State and Industry
Group (1% Case) for Arts, Entertainment, and Recreation ($M)

Region 2020 2030 2040 2050 Region 2020 2030 2040 2060
United States $74.7| -$307.3| -$695.4| -$1,238.2] |Montana $0.0, $0.0 -$1.2 $1.2
Alabama $12 -$2.4 $49] 9122 |Nebraska $0.0 $0.0 -81.2 837
Arizona -$49] -8245] -855.1 -$637| |Nevada -$24] 8135 8490 8355
Arkansas $00 -$1.2 -§24 -84 9| |New Hampshire $00 $0.0 $0.0 -$1.2
California 837 8257 -8624| -$11.0[ [New Jersey 824 $49 898 -3184
Colorado -$12 -819.6 -824.5 -$40.4| |New Mexico -$1.2 -$86 -$12.2 $17 1
Connecticut $0.0 -$1.2 -$2.4 -83.7| |New York -$73 -$19.6 -$38.0 -866 1
Delaware $0.0 -$1.2 -82.4 -$4.8! [North Carolina -$49] -8110] -8220; -$416
i $00 s12|  s12]  537| |NorthDakota s00]  soo|  soof 512
Florida -$22.0 -$563] -$1102| -$1983{ {Ohio $0.0 -$6.1 -$24.5 -$57.5
Georgia -$8.1 -$122| -$233F -$42.8| |Okiahoma -$24] -$147F 8110 -5282
Idaho $0.0 $0.0 $12 $37| [Oregon $12 $37 8§73 $14.7
Ilinois $24 $2.4 -$6.1 -$47.7| {Pennsylvania -$37] 8110 -S220 -s428
Indiana $0.0 -$49 -$23.3f  -866.1| |Rhode Island $00 $0.0 $00 $0.0
lowa $12 $0.0 -$24 -$9.8/ |South Carolina -$24 849 298 8208
Kansas $00 $12 -$1.2 -849| |South Dakota $0.0 $0.0 812 -$24
Kentucky $0.0 824 -$15.9 -$428| |Tennessee -$24 -$86 -$23.3 -844 1
Louisiana -$12 -$73 -$135| -$282] {Texas -$86] 8257 -5404] -8759
Maine $0.0 $0.0 $0.0 $0.0| |utah $12 -$49] -8171 8208
IMaryIand -$12 $49 -$86| -8$184| |vermont $0.0 $0.0 $0.0 $12
Massachusetts $0.0 $0.0 $0.0 -$12| {Virginia -$24 -$7.3 -$14.7 -$294
Michigan $0.0 812 -$135 -$38.7; |Washington $24 $6.1 $169 $20.4
Mmnnesota $1.2 $1.2 -$37]  -8147| |West Virginia $0.0 -$98  -8306| -s673
Mississippi $0.0 -$1.2 -$37 -$86( |Wisconsin £00 $1.2 824 -$122
Missoun $0.0 -$2.4 -s7.3| -$26.9| jWyoming $0.0 $1.2 -$24 -$6.1
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Table E-9. Change in Contribution to GDP and GSP by State and Industry
Group (1% Case) for Construction ($M)

Reglon 2020 2030 2040 2050 Region 2020 2030 2040 2060
United States | -$694.1| -$1,881.7| -$1,688.8( -$2,196.3] |Montana $0.0 $12 $12 $12
Alabama -$122] -$184) -$196] -8355| |Nebraska -$24 837 849 -87.3
Arizona -$62.6] -$1151] -$1347[ -$104.1| [Nevada -$245] $710{f -$955] -$233
Arkansas -$4.9 -$73 -886 -§14.7] {New Hampshire -$1.2 -$24 -824 837
California -$404] -$1161| -8153.0 -$7.3] |New Jersey $171 -$29 4 -$31.8 -845.3
Colorado -$122] -8832 -325.3 -$38.0( |New Mexico $147] 8624 -$245 8367
Connecticut -837 -$86 -$73 -$11.0; [New York -$28.2| 8551 -$69.8 -$96.7
Delaware -$2.4 -$4.9 -848 -87.3| |North Carolina -833.1 8441 -$47.7 8747
s $00| 12l $12]  -524| [NorthDakota soof $12| -s24| s24
Florida -$1139] -$1396 -$143.2] -$1959( |Ohio 8371 8416 -$60.8] -$1053
Georgia -$47.7 -$56.3 -$61.2 -§94 3| 1Oklahoma -$31.8 -$82.0 -$6.1 -$453
Idaho $00 -$1.2 $2.4 $37| {(Oregon $6.1 $37 $135 $17.1
Winois -$1.2) 9184 -3490] -$1249| {Pennsylvania -$269) -8502| 8563 -$798
Indiana -$24] -$233] -$600] -$979 |Rhodestand $1.2 $12 -$1.2 $12
lowa $1.2 $37| -8110] -819.6| ]South Carolina $17.1 -$208| -8233f -$355
Kansas -86.1 -$11.0 -$49| -8159! |South Dakota $0.0 812 -$1.2 -$24
Kentucky $6.1 -$208| -$58.8) -3955 |Tennessee -$208] 8465 -s612f -3889
Louisiana -$11.0 -8208] -$184| -$355| |[Texas -$85.7| -8156.7] -$108.5| -$1836
Maine 812 $12 $12 -$12| [|uah -$122] 8355 -$41.6 8233
lMaryiand -$171 -$33 1 -$355] -8539 |Vermont $0.0 $12 -82.4 837
Massachusetts -$49 -$11.0 -$98 -817 1| |Virginia -$257 -$49.0 -851 4 -875.9
Michigan $37| 8122 8308 -$563| [washington $7.3 $0.0 $22.0 $20.8
,Minnesota $0.0 -$6. 1 -$196] -8$306 |West Virginia 8371 8747 -$943] 81347
Mississippi 837 -$6 1 -86.1 -$122| |Wisconsin -$1.2 -$6.1 $171 -$380
IMissouvi 837 $98] 5159 -839.2] [Wyoming 849 8159 -$2.4] 8147
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Table E-10. Change in Contribution to GDP and GSP by State and Industry
Group (1% Case) for Educational Services ($M)

Region 2020 2030 2040 2050 Region 2020 2030 2040 2050
United States $16.9) -$93.0f -$202.0] -$348.2| {Montana $0.0 $0.0 $0.0 $0.0
|Alabama $0.0 -81.2 -$24 -837| |Nebraska $0.0 $0.0 $0.0 $12
Arizona -824 -$8.6 8171 -$17.1] |Nevada $0.0 -$1.2 -$37 -824
|Arkansas $0.0 $0.0 $1.2 -$1.2| [New Hampshire $0.0 $0.0 -$1.2 -$24
Calfornia 824 -$1.2 -$6.1 $11.0] [New Jersey $0.0 -$2.4 849 -$8.6
Cotorado $0.0 -$37 837 -$49| |New Mexico $0.0 -837 -$37 -$4.9
Connecticut $0.0 -8$1.2 -§24 -$49| INew York -$2.4 -898 -$20.8 -$367
Delaware $0.0 $0.0 $0.0 -$12] [North Carolina 812 -S4.9] 886 -$14.7
Pkt $00] -s24f 837  -s73| |NorthDakota soo] soo] sool  soo
Florida -$49 -$98f 8159 -$22.0( |Ohio $0.0 -$2.4 -$86 -$184
Georgia -$24 -$6.1 -$11.0 -$18.4| |Okiahoma -$12 -84.9 -837 -$8 1
Idaho $0.0 $0.0 $0.0 $0.0; [Oregon $1.2 §1.2 837 $49
llllinois 824 $24 -$12 -$17.1| |Pennsyivania -§24 -$8.6| -$18.4 -8355
Indiana $00 -$12 -$4.9 -$11.0| {Rhode Istand $00 $0.0 -$1.2 -§1.2
lowa $00 $00 812 -$24| [South Carolina $0.0 $12 $24 837
Kansas $0.0 $0.0 $1.2 -§1.2| |[South Dakota $0.0 $0.0 $0.0 $0.0
Kentucky $00 -81.2 -$37 -$86| |[Tennessee -$1.2 -$37 -88.6) -$159
Louisiana $0.0 -$1.2 -$24 -$37| |Texas -$37 -$8.6 -$12.2 -$196
Maine $0.0 $0.0 $0.0 §$12( |utah $0.0 -$2.4 -$6.1 -86.1
lMaryIand -8$12 -82.4 -$6.1 -$11.0{ [Vermont $0.0 $0.0 -§1.2 -$1.2
Massachusetts $00 -81.2 849 -$11.0( |Virginia -812 -83.7 -$6.1 -$11.0
Michigan $0.0 $0.0 -$24 -87.3| [Washington 812 824 $37 $49
IMinnesota $12 $12 $0.0 -$37| |West Virginia $0.0 -812 -$2 4 849
Mississippi $00 $0.0 -$1.2 -$1.2] |Wisconsin $0.0 $0.0 $12 -84 9
Missoun $0.0 $0.0 $24 -$7.3| {Wyoming $0.0, $0.0 $0.0 $00
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Table E-11. Change in Contribution to GDP and GSP by State and Industry
Group (1% Case) for Finance and Insurance ($M)

Region 2020 2030 2040 2050 Region 2020 2030 2040 2060
United States | -$882.7| -$3,600.0| -$6,663.0{-810,085.5| |Montana $0.0 824 -$37 -$49
Alabama -$9.8 ~SZ3.3I -$36.7 -$64.9| [Nebraska -837 -$11.0 -817.1 -8$28.2
Anzona -$20.8 -S127.3l $2546| -$2546| |Nevada $12 -$23 3| -$93.0 -§53.9
Arkansas -$37 -89 8] -$135 -$245| [New Hampshire -$24 -ss.s‘ -$15.9 -§233
California -$5651| -$192.2] -84689 -$3954| |New Jersey -$404] 81420 -82522| -83783
Colorado -$37] -81065| -$101.6] -$142.0| [New Mexico -$24 -$39.2 -$36.7 -$49.0
Connecticut -$318( -$1285| -$2351| -$3624| |New York -$279 1| -$1,248.7| -$2,5856| -$4,178.3
Delaware $7.3] -%245| .8428{ -$686) |Norh Carolina -$355] -$832| .$1408] -$2253
Ry $49| 6122 5220| -$343| [NorthDakota s00| s24] 837l 861
Florida -$808] -$148.1] -$2179] -$311.0] |Ohio -$73 -$66.1| -$1457] -$239.9
Georgia -846.5 -888.1] -8$1334| -$206.9 {[Okiahoma -837 -$83.2 -831.8 -$82.0)
ldaho $0.0 $1.2 -$24 -$2 4| |Oregon $4.9 $37 $98 $135
llnois -$8.6 -$71.0/ -S1800[ -$4334| |Pennsylvania -$343] 81077 -s1885f -$2938
indiana -$24 -823.3 -$62.4] -$1200 |{Rhode Island -$12 -$6.1 -$9.8 -$159
lowa $12 -$147 -$26.9 -$539( {South Carolina -$8.6 -$19.6 -$30.6 -$50.2
Kansas -$24| -$135/ -8171 -$38.0 |South Dakota $0.0 -$4.9 -$86| -$1356
Kentucky -$6.1 -$196 -$832| -$1469| |Tennessee -$19.6 -$51.4 -$111.4f -$1665
Louisiana -84.9 -813 5 -$20.8 -8355( [Texas -$67.3] -5204.4] -$2436| -$3889
Maine -$1.2 -$3.7 -86.1 -$8.6| {utah -849] 8245 -§710] -$681
lMaryland -$171 -$514 -$85.7; -$1322| [vermont $00 -82.4 -84.9 -873
Massachusetts -$306 -$1187| -82093| -$3158| |virginia -$22.0 8649 -$109.0f -$1702
Michigan -84.9 -$23.3 -$63.7| -$1126| |washington $4.9 824 $12.2 $147
Minnesota -$6 1 -$26.9 8575 -$1224] [West Virginia -81.2 -$26.9 -§575 -$83.2
Mississippi -$24 -$6.1 -$11.0 -$196| [Wisconsin -$2.4 -$135 -$33.1 -$69.8
Missoun -$24 -$17 1 -8$306 -$75.9 Wyoming $0.0 -$24 -849 -$135
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Table E-12. Change in Contribution to GDP and GSP by State and Industry
Group (1% Case) for Forestry, Fishing, Related Activities, and Other ($M)

Reglon 2020 2030 2040 2060 Region 2020 2030 2040 2050
United States $189) -$31.8| -$31.8] -$294] |Montana $0.0 $0.0 $0.0 $0.0
Alabama $1.2 -$1.2 -$1.2 -$1.2] |Nebraska $0.0 $0.0 $0.0 $0.0
Arizona $0.0 812 $1.2 -$12] |Nevada $0.0 $0.0 $0.0 $0.0
Arkansas $0.0 -$12 -$12 -§1.2| |New Hampshire $0.0 $0.0 $0.0 $0.0
California -$24 -84.9 873 -§1.2| |New Jersey $00 $00 $0.0 $0.0
Colorado $0.0 $0.0 $0.0 $0.0| [New Mexico $0.0 $0.0 $00 $0.0
Connecticut $0.0 $0.0 $0.0 $0.0] New York -$1.2 -$1.2 -524 -$37
Delaware $0.0 $0.0 $0.0 $0.0{ [North Carolina -812 $1.2 -$1.2 -$12
Disirct, of $12  st2]  s12] 812 |NothDakota soo|  soof  soo oo
Columbia
Florida -$37 -$4.9 -86.1 -$8.6| {Ohio $0.0 $0.0 $0.0 $00
Georgia 824 837 -$2.4 -$2.4] [Oklahoma $0.0 $0.0 $0.0 -$1.2
Idaho $0.0 $0.0 $0.0 $0.0| |Oregon $0.0 -$1.2 $0.0 $12
Htingis $0.0 $0.0 $0.0 $0.0] |Pennsylvania $0.0 812 -$1.2 812
Indiana $0.0 $0.0 $0.0 $0.0] {Rhode Island $0.0 $0.0 $0.0 $0.0
lowa $0.0 $0.0 $0.0 $0.0f |South Carolina -81.2 -$1.2 -$12 -$12
Kansas $0.0 $0.0 $0.0 $0.0] [South Dakota $0.0 $0.0, $0.0 $0.0
Kentucky $0.0 $0.0 -$1.2 -$1.2| |Tennessee $0.0 £0.0 $0.0 -$12
Louisiana -$1.2 -$1.2 $1.2 -$1.2} |Texas 824 $37 837 349
Maine $0.0 -$1.2 $0.0) $0.0] |utah $0.0 $0.0 $0.0 $0.0
Marytand $0.0 $0.0 $0.0 $0.0] |Vermont $0.0 $0.0 $0.0 $0.0
Massachusetts $0.0 812 $0.0 $0.0} |virginia $0.0 -$1.2 -$1.2] -$12
Michigan $0.0 $0.0 $0.0 $0.0] (Washington $0.0 $0.0 $1.2 824
Minnesota $0.0 $0.0 $0.0, $0.0| |West Virginia $0.0 $0.0 $0.0 $12
Mississippi $0.0 -$1.2 -812 -$1.2 {Wisconsin $0.0 $0.0 $0.0 $00
Missoun $0.0 $0.0 $0.0 $0.0] |Wyoming $0.0 $0.0 $0.0 $0.0
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Table E-13. Change in Contribution to GDP and GSP by State and Industry
Group (1% Case) for Health Care and Social Assistance ($M)

Region | 2020 | 2030 | 2040 | 2060 Region | 2020 | 2030 | 2040 | 2060
United States | -$830.1| -$2,648.8] -$6,187.2|813,020.4] |[Mortana soo| s12] s8] 135
Aizbama $110] 8355 -s820 -ste8 3] Nebraska 524] 8110 306 -sess
Arizona $257| $1714] -sa579| -se32 9| Nevada 849 -s441| s2106] -s1836
Arkansas 849| 5208 8416[ 51028 |NewHampshire| $12| s73| .s184] .s302
Calfornia 9257 51187 84003 -$4493| |New Jersey $233| -e759| -s1e28] 53203
Colorado s49) $1102 -sm.s' $2718| |New Mexico 898 -$1151 .s1518 -s2779
Connecticut 61| 248 5563 s1139] |Newvork $441| 51555 .$3836| -$7492
Delaware s24] 573 s159] $331| [Nothcarolina | 5204] .s771| s1738 .s3734
g':l:':cn‘bg 812 -94.9| $122|  -$204| [North Dakota soo] -s37]  .se8l .s220
Florida $796| -s1808] -$3966| 57504 |Ohio $61| s067| -s3085{ -s7149
Georgia 8441 s10a1] -s2167| -$4579] |Okahoma $147| -s1838] -$1139] -s3611
Idaho s12|  soo| 812  .s24| |Oregon ses| s122] 8331 sses
lllimis $49] -s122| -9979] -84615| |Pennsyivania 8331 -81236] -s52026/ 86182
llndiana $12| -s441] s1849) -$5105 |Rhode Istand s12]  s48] s110] s208
fiowa $24]  $73| 8306] -51004| |SouthCaroina | -S110] -s282] -s812] 51347
Kansas $37| 3184 5355 s111.4] |SouthDakota soo| s37] .ss6| -s220
Kentucky $73 8365 52263 $6023| |Temessee $233| -$820{ -$2632| -s5497
Louislana -$7.3 -$29.4 -$61.2] -$1494] |Texas -$624| -82253] -34084| -$864.3
Maine $12[ 49| 8122 .s220| |vten 573|  s343] .s1383] 1775
lMaryland 8135 -8465 -s1028 -$2228| [Vermont s12|  s37] s122] 257
Massachusetis | 73| $367| -s845| 1763 |vignia $184) .s661| -$1508] -83220
Michigan $49] 8331 51306 -$3526| |Washington ssef  s110] 8343 s514
Minnesota 812 s245| 8857 .$2497| |West Virginia 524 81004 -$3122{ 57003
Mississippi -$24 -$12.2 -831.8 -8§77.1| |Wisconsin -$12 -$147 -$68.6| -$224.0
Missoun $12| 5147|5465 -51848] |Wyoming %12 573 5159 se8e
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Table E-14. Change in Contribution to GDP and GSP by State and Industry
Group (1% Case) for Information ($M)

Region 2020 2030 2040 2060 Region 2020 2030 2040 20560
United States -$844.8| -$2,162.2| -$4,409.6| -$7,957.4] |Montana $0.0 $24 -84.9 -$9.8
IAlabama -$6.1 -$18.4 $39.2 -$80.8 [Nebraska $12 -87.3 -$15.9] -$355
Arizona -$17.1 -$88.1] -5194.7] -$2534| |Nevada -$37 -$20.8l -867.3| -$56 3,
Arkansas -$24 -898; -$20 8[ -$428| |New Hampshire -$12 -$4.9 -89.8[ -822.0
California -$686| -$328.1| -8793.3| -$1,0051| [New Jersey -$22.0 -§722] -8t 40.8' -§265.7
Colorado -$17.1] -$1322} -$180.0] -$3110| [New Mexico -84.9 -$38.0 -$49.0 -$808
Connecticut -$49 -$18.4 -$36.7 $710| |New York -§588; -$1959| -34040] -87713
Delaware -81.2 -837 $73 -813.5| {North Carolina -$20.8 -8539| -$104.1] -$202.0
i $49| 5184 3355 -$60.8| [NorthDakota s00| -s24| s61] 8135
Flonda -$66.1f -$1420] -$2485[ -$417.5] [Ohio -$37 -$416( -$1200; -$2681
Georgia -3539| -$131.0] -$251.0[ -$4664| |Okiahoma -$12.2 -564.9 -$539f -$1200
idaho $0.0 -824 -$37 -84 9| |Oregon $37 $24 $8.6 $245
Illlinois $24 -$14.7 -$80.8] -$2718| |Pennsylvania -$19.6 -866.1| -$134.7] -32608
llndiana -$1.2 -$13.5 -$51.4f -$1298| |Rhode Istand $1.2 37 -$73 -$147
lowa $1.2 -$8.1 -8220 -857.5| |South Carolina 86 1 -$17.1 -$34.3 -$67.3
Kansas -$49 -$26.9 -$502] -$111.4| |South Dakota $00 -$24 349 -$11.0
Kentucky 837 -$135 -$53.9f -$1285| |Tennessee -$11.0 -$36.7 -$94.3] -$1922
Louisiana -$37 -$12.2 -$24.5 -$514] [Texas -$62.4] -$214.2] 83342 -$6244
Maine $0.0 $24 -84.9 -$11.0{ |tah -$73 -331.8 -$84.5; -81114
lMaryland -$9.8 -834.3 -$68.6] -$134.71 {Vermont $0.0 -82.4 -$49 -§9.8
Massachusetts -$9.8 -$39.2 -880.8] -$175.1] |[Virginia 8257 -$857| -$1714| -83232
Iidichigan -$24 -$17.1 -$588 -$140.8| |Washingion -$98 -$52.6 -$82.0f -$1126
lenesota $1.2 -$12.2 -$40.4| -$110.2] {West Virginia -$12 -8$15.9 -$41.6| -$90.6
Mississippi -$12 -86.1 -812.2 -$25.7| |Wisconsin $00 -$73 -$29.4 -883.2
Missoun -$37 -$20.8 -$51.4/ -$131.0] |Wyoming $0.0 -$2.4 -86.1 -814.7
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Table E-15. Change in Contribution to GDP and GSP by State and Industry
Group (1% Case) for Management of Companies and Enterprises ($M)

Region 2020 2030 2040 2050 Region 2020 2030 2040 2050
United States | -$231.4| -$744.3| -$1,033.2| -$1,001.6| [Montana $0.0) $0.0 $0.0 $0.0
Alabama -$37 -$6.1 -$73 -886{ |Nebraska $1.2 -$37 -$4.9 -$6.1
Anzona -84.9 -$34.3 -856.3| -$44.1| |Nevada -81.2 -$22.0 -$64.9) -$30.6
Arkansas -$37 -$135 -$12.2 -$147| |New Hampshire $00 824 824 -$37
Califomia -$14.7 -8514 -$89.4 -$19.8] |New Jersey -8122 -8318 -$36.7 -838 0
Colorado $0.0 -$28.2, -$24.5 -$25.7| |New Mexico -$1.2 -$13.5 -$11.0 -$11.0
Connecticut -$37 -$11.0 -§13.5 -$13.5) |New York -$29.4 -872.2 -$88 1 -$93.0
Delaware -$24 -849 -$6. 1 -$8.1| |North Carolina -§22.0| -§39.2 -847.7 -$52 6|
et of s00| 12|  $12]  812| [NorthDakota s00] 812 812 812
Florida -$318 -847.7 -$52.6 -§50.2| |Ohio -$49 -$38.0 -568.6| -$84 5
Georgia -$28.2 -$41.6 -$46.5 -$46.5( |Oklahoma -$37 -829.4 -$12.2 -$18.4
lldaho 812 $0.0 $1.2 80.0| [Oregon $6 1 $6.1 $11.0 $135
lllinois $24 -$6 1 -§24.5 -$50.2| |Pennsyivania -$19.6 -$52.6) -867 3| -§722
Indiana $00 -$6.1 -$147 -$20.8| IRhode island $0.0 824 -824 -$24
lowa $0.0 $00 824 -83.7 |[South Carolina -$37 -$6.1 -$7.3 -§7.3
Kansas $0.0 $24 -$24 -837| [South Dakota $0.0 $0.0 -$1.2 $12
Kentucky -$37 -§73 -8245 -$31.8] |[Tennessee -86.1 -$12.2 -$19.6 -$208
Louisiana -$12 -$49 -$6 1 -$86( [Texas -$13.5 -$35.5 -839.2 -$46.5
Maine $0.0 $0.0 $0.0 $0.0| |Utah -$1.2 -39.8 -§233) 8159
Maryland -$24 -$7.3 -886 -$9.8| |Vermont $0.0 $0.0 $0.0 $0.0
Massachusetts -$1.2 -88.6 -$110 -$14.7| |virginia -5184 -8453 -$56.3 -861.2
Michigan $12[ -st10] .s245] .$306| |Washington $6.1 $73  s14a7] 8171
Minnesota $24 -$15.9 -§24.5) -$380( [West Virginia $00 -$98 -$184 -$220
Mississippi -$12 -824 -824 -$37| |Wisconsin $0.0 -$24 -$86 -$147
hﬁlssouﬁ -$24 -$14.7 -$20.8 -$31.8| [Wyoming $0.0 -81.2 -$1.2 8524
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Table E-16. Change in Contribution to GDP and GSP by State and Industry

Group (1% Case) for Manufacturing ($M)

Region 2020 2030 2040 2050 Region 2020 2030 2040 2050
United States | -$1,878.0| -$5,684.9/-$11,671.3{-820,786.0| [Mortana $6.1 $9.8 §233 $453
Alabama -$736| -$1787| -$3856{ -$9169| |Nebraska -$49 -$3.71  -8367 -$857
Anzona -$477] -81995| -$3856| -$5485| INevada -$24 -8$15.9 -856.3, -835.5
Arkansas -8306 -$63.7| -8180.0 -$4885| |New Hampshire $37 $2.4 837 $1.2]
California 81677 -$7713| -81.854.7] -$379.5] |[New Jersey -8404] -8120.0/ -$204.4| -$4015
Colorado $282 -$6.1 $453 $796( |New Mexico -$86 -86261 -877.1] -$1163
Connecticut $7.3 $4.9 $8.6 $184( |New York -$1261| -$3036] -8544.8 -89745
Delaware -886 -$220f -$367] -8§722| [North Carolina -82191| -84468| -$784.7 -31557.2
Rt s00| 00l  s00]  $00| |North Dakota st2{  -s24] ses| .s196
Florida -$2865] -§5497| -8937.8| -51,662.5) {Ohio $306 -$96.7) -$3024] 87174
Georgia -8306.1] -$5925| -$1,068.7| -$2,206.0] [Oklahoma -$688| -81763| -32009| -5814.6
idaho $110 $18.4 $624] 81322 |Oregon $539 $869| $2326| $4488
Illlmois $68.6 $140.8 -§31.8] -84224| [|Pennsyivama -$1555 -84175 -$7394f -$1,3858
Ilndiana 8122 -$34 3[ -82779| -86305| [Rhode Island $12 $24 $6.1 $147
lowa 8159 $453| -$331] -$140.8 [South Carofina -$698 -$146.9] -$2620 -8§554.6
Kansas -$9.8 -$30.6, -$80.8] -$1581| [South Dakota $00 -$2.4 $86/ -$269
Kentucky -$67.3] -$160.4] -$391 .8| -89133| [Tennessee -$129.8| -$3232| -$689.2) -$1,43386
Louisiana -$171 -$612] -$109.0f -$2852| [Texas -8284.0] -$893.7] -81,3932| -$2,7251
Maine $6.1 $11.0 $18.4 $387( |utah -$135 -$63.7| -$1543] -$2289
Maryland -$233 -$588) -$1016] -$216.7| {Vermont $37 849 $37 $86
Massachusetts $22 0| $294 $686| $120.0| |virginia -$110.2| -$2436] -33905 -$7566
Michigan -$24 -$637] -8290.1} -$7003| [Washington $759) $1310] 83697 86733
Minnesota $6.1 $9.8|  -$68.6] -$2314| [West Virginia -$98 -344.11  -$1004 -31836
IMlssissmppl -849 -$26.9| -§71.0] -$2155| [Wisconsin §73 $208| -$1077] -$3587
lMissoun‘ $318 $49.0 $11.0] -8747| |[wyoming $0.0 824 $3.7 -$9.8
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Table E-17. Change in Contribution to GDP and GSP by State and Industry

Group (1% Case) for Mining ($M)

Reglon 2020 2030 2040 2050 Reglon 2020 2030 2040 2050
United States -$126.1| -$5,106.2(-811,485.6|-$19,774.8] |Montana -$12] 8110 -8355f -8588
Alabama -$1.2 -$11.0 -833 1 -$66.1] [Nebraska -8$24 837 -$13.5 $25.7
|Anzona -$37| -$606.0f -$1,436.0] -51,2658] |Nevada 837 -8326.9 -$1,7225| -$1,0638
|Arkansas -$1.2 -84.9 -$135 -$39.2| |New Hampshire $0.0 $0.0 -$12 -$37
California $1.2 -520.8 -§551 878 4| [New Jersey $0.0 $1.2 -34.9 586
Colorado -$4.9| -33624] -8$421.1| -$648.8 |New Mexico -$306] -85729| -$5472| -57076
Connecticut $00 -$1.2 $24 -$49 |New York $0.0 -§37 -812.2 -$233
Delaware $0.0 $0.0 $0.0 $0.0| {North Carolina -81.2 -$6.1 -$19.6 $39.2
ot 00| 00|  s0of 812 [NorthDakota s12]  se1| .s159] s31s
Flonda -$1.2 -$3.7 -§12.2 -$23.3| |Ohio $12] -8$1579| -84713] -$68594
Georgia -8$1.2 -$9.8 -$30.8| -§58.8| (Oklahoma -$6.1] -$1.0687 -5260.8| -$9292
Idaho $0.0 -$37 -$12.2 -$18 4| [Oregon $0.0 -§2.4 -$7 3[ -$98
lllinois -$1.2 -$11.0 -$66 1| -$880.2| |Pennsyivania -$2.4 -$26.9 -8820| -$16186
Indiana -$12| -$148.1] -$494 8] -$1,1459| |Rhode Island $0.0 $0.0 -$12 $12
lowa $0.0 -$23.3 -$404f -$1947| [South Carolina $0.0 -$1.2 -84.9 -$9.8
Kansas -$1.2 -$11.0 -$31.8| -$1408| |South Dakota $0.0 -$1.2 824 -861
Kentucky -849 -$38.0f -$1,056.5] -$2,453.3| |Tennessee $0.0 -8$355( -82803| -$3942
Louisiana -$7.3 -$428] -$979f -$2179| |Texas -$282| -$2167| -$3465| -$7260
LMaine $0.0 $0.0 $0.0 $0.0| |utah -$24] -5575) -8399.1] -$3318
Maryland $0.0 824 -$6.1 -$12.2( |Vermont $00 -$8.6 $34.3 -$56.3
Massachusetts $0.0 -$1.2 -$37 -§7.3| |Virginia -$12 -$135 -$416 -$832
Michigan -$1.2 73] -$1518] -$3318] |Washington $0.0 849 -$15.9 -8233
|M'mnesota -$1.2 -$73 -$955 -8395.4] [West Virginia -34.9] -$1,193.6] -$2,880.6| -35,167 4
Mississippi -$12 -84 9[ -$122 -$25.7| |Wisconsin $0.0 -837 -$428 -$2216
Missouri -$1.2 -S7.3l -$233| -$2038| {Wyoming 849 -$39.21 -8$107.7} -84554
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Table E-18. Change in Contribution to GDP and GSP by State and Industry
Group (1% Case) for Other Services, except Public Administration ($M)

Region 2020 2030 2040 2050 Region 2020 2030 2040 2050
United States | -$178.7| -$711.3| -$1,800.9] -8$2,771.6] |Montana $0.0 $0.0 $12 -$2.4
|Alabama 849 -$11.0 -§220 -8453| |Nebraska $1.2 -$2.4 -$6.1 -$13.5
JAnzona -$86 -$41.6 -$91.8] -$110.2| [Nevada -$24 -$13.5 -$51.4 -$38.0
Arkansas -$1.2 -84.9 -$8.6 -$196| |New Hampshire $00 -$1.2 -837 -8$73
California -§9.8]  -$441] -81298] -$120.0 [New Jersey -$73] -$1968] -$380[ -S686
Colorado -$2.4 -$318] -834.3 -860.0; INew Mexico -$37 -$26.9| -$294 -$46.5
Connecticut -$12 -$6.1 -$12.2 -$23.3| |[New York -$13.5) -$41.6 -$86.9| -81579
Delaware 812 -$2.4 -$37 -$7.3 |North Carolina -$9.8 -§208 -839.2 -875.9
kit s12| -840  s98] -$184] |North Dakota s00 12|  s24]  .s49
Florida -$294 -$588{ -$1016| -$1714| |Ohio -$12 -$25.7 $74.7| -8$1567
Georgia -$184 -§35.5 -$61.2] -8$1114| |Oklahoma -$6.1 -$48.5 -$25.7 -$722
Idaho $0.0) $0.0 $00 §$12| |Oregon $37 $4.9 $98 $147
hinots $24 -837 -$31.8] -$116.3| [Pennsyivania -$9.8 -$29.4 -$58.8| -$1114
Ilndlana $0.0, -$11.0 -542.8| -$102.8/ |Rhode island $0.0 -$1.2 $24 -$37
lowa $24 $0.0 -$7 3[ -$220| |South Carolina -$49 -$98] -8184f -$355
Kansas -$12 -$49 -$86] -$220] ISouth Dakota $12 $0.0| -$1.2 -$37
Kentucky -$2.4 -$86 -$465f -81102| [Tennessee -$73 -$22.0 -8600| -$1126
Louisiana -$2.4 -$86 -$16.9 -$36.7| {Texas -$23.3 -$69.8] -$106.5; -$2008
Maine $0.0 $00 -§1.2 -$24| |utah -$24 -$12.2 -8355 -840.4
lMaryland 549 -$159 -$31.8 -$60.0} |Vermont 00 $0.0 $1.2 -$37
Massachusetts -$1.2 -$7.3 $171 -836.7| |virginia -$86 -$25.7 -$49.0 -$918
Michigan -$1.2 -$8.6| -831.8 -$71.0[ {Washington $37 $4.9} $12.2 $171
lenesota $12 -849 -817.1 -846.5| [West Virgnia $12 -$24 5 -$637] -81236
Mississippi -$1.2 -$24 8§73 -$159| {Wisconsin $0.0 -$24 -$13.5 -$39.2
Missoun $0.0 -$4.9 -$14.7 -$46.5( {Wyoming $60 -$2.4 -$49 -$159
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Table E-19. Change in Contribution to GDP and GSP by State and Industry

Group (1% Case) for Professional and Technical Services ($M)

Reglon 2020 2030 2040 2050 Region 2020 2030 2040 2050
United States -$881.5| -$2,062.8| -$3,187.9] -84,421.9] [Montana $0.0 $1.2 $1.2 824
Alabama -$11.0 -$24.5 -838.7 -857 5 |Nebraska $49 824 86 1 -$11.0
|Anzona -$245/ .81065| -8$1787] -$1751| |Nevada -$8 6 -$40.4] -51028 -§61.2
Arkansas -824 -86.1 -$86 -$14 7| |New Hampshire -$12 -$37 -86.1 -$11.0
California -$4531 -82069| -$3820] -52546] |New Jersey -$269 -879.8] -81212| -$1800
Colorado -$122] -81065 -$918| -$1249| |New Mexico -$122 $77.1 -$67.3 -$78 4
Connecticut -$49 -$18.4 -$28.2 -$428| |New York -$60.0{ -$1824] -$2999| -$4468
Delaware -$24 873 -$11.0 -$17 1] |North Carolina -$233 -845.3 -$64.9 -$95.6
bkl $122] 302 -s624] -$979| |North Dakota s12|  s12] 812  .s24
Flonda -$681| -$1506f -$1959| -$2559| [Ohio -$12 -$453 -§992| -$164.0
Georgia -850.2 -$869] -$1175/ -$164.0[ |Oklahoma -$147 -$88.1 -$38.0, -$68 6|
idaho $0.0 $24 -$24 -§24| |Oregon $6 1 873 $147 8196
linois $98 -$18.4 -891.8) -$235.1| |Pennsyivania -$31.8 -889.4f 81358 -$1995
Indiana $0.0 -$12.2 -§38.0, -$69.8] [Rhode Istand $0.0 -$24 837 -$49
lowa $49 $1.2 -$4.9 -8135| |South Carolina -$8.6 -$15.9 -$22.0 -$331
Kansas -$1.2 -$8.6| -$11.0 -822.0| |South Dakota $12 $0.0 $1.2 -$12
Kentucky -$37 -$122 -$46 .5 -$832( {Tennessee -$147, -$38.0 -$722] -%1053
Louisiana 837 -$13.5) $17 1 -$282| ([Texas $747) -81995| -82253] -$3281
Maine $0.0 -$1.2 -$24 -$3.7| {utah 873 -$269; -8588| -8551
Maryland -$20.8 -$63.7 -899.2] -$1555] |Vermont $0.0 -$2.4 837 -86.1
lMassachusens -$11.0 -$46.5) -$735| -$1224| |[Virginia -8404; -$121.2] -$186.1| -$2828
Michigan 837 -$31.8 -$820{ -81457( |Washington $886 873 8220 $20.4
Ianesota 8§73 -$49] -8257| -860.0| |West Virginia -$12f -$294] 8539 8796
[MISSiSSippI -$12 -$37 -§6.1 -$11.0] |Wisconsmn $12 -$24 -$147 -$35.5
Missoun $00 -$8.6 -$19.8 -$490| |[Wyoming 812 -$3.7 849 -$11.0
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Table E-20. Change in Contribution to GDP and GSP by State and Industry
Group (1% Case) for Real Estate and Rental and Leasing ($M)

Region 2020 2030 2040 2050 Region 2020 2030 2040 2050
United States | -$830.1] -$2,804.8| -$3,686.9| -$6,048.9] [Montana $1.2 $0.0 -$1.2 -$1.2
IAlabama -$12.2 -$25.7 -840.4 -$784| |Nebraska $1.2 $24 873 -816.9
|Anizona -$62.4| -82669] -$4419| -$4224| |Nevada -$18.4 -$93.0| -8247.3] -$124.9
Arkansas -837 -$12.2 -$15.9 -$31.8] [New Hampshire $12 $0.0 $0.0 $37
Calfornia $31.8{ -$612] -$1567] $4003] |New Jersey -$122] -8441 -$808 -$1518
Colorado $122| -$1702] 81151 -$157.9 {New Mexico -$159] -$1126 -$796 -$96.7
Connecticut $0.0 -$73 -$135 -$28.2| |New York -$196f -$1200] -$279.1] -35656
Delaware -824 -$6.1 -$9.8 -$19.6| [North Carolina -$39.2 S771) 81224 -$2240
oty 561 s220] $477| -$079| [NorthDakota soo| 12| .s24| s37
Flonda -$153.0| -$3036| -$4481| -$7517| |Ohio $6.1 -8551| -81457] -$3012
Georgia -$759 -$1445( -$2314| -$4113| |Okahoma -$196| -3286.5 -$637] -$1543
idaho $24 $24 $49 $122( {Oregon $18.4 §29.4 857 5 $98.2
llinois $294 $23.3 $771} -$386.0| |Pennsyivania -$22.0 -$637| -$107.7] -$1947
Indiana $4.9 -818.4 -$82.0f -8187.3] |Rhode Island $1.2 $1.2 $1.2 -$12
lowa $49 $24 -§7.3]  -826.8] |South Carolina -5196| -§39.2] -861.2| -81151
Kansas -$1.2 -$9.8 -§98 -$306( {South Dakota $1.2 $0.0 $1.2 837
Kentucky -84 9 -§17.1 -885.7{ -$166.5 |Tennessee -$24.5 -$649| -$1398| -$230.2
Louisiana -$6.1 -$26 9 -$245 -$48.5 |Texas -$116.3] -83330] -33599| -$6158
Maine $1.2 812 $12 $0.0} [utah $11.0]  -$441| -$1004 -$906
‘Maryiand -$15.9 -$61.2] -$117.5] -$2436] |Vermont $00 -$1.2 -$2.4 -$4.9
Massachusetts $7.3 $49 $1.2 -$19.6] |Virginia -$26.9) -$832f -$145.7] -$284.0
|Michigan $6.1 $12 -8404| -$111.4] |Washington $30.6 $502| $104.1 $1787
Minnesota $110 873 -§20.8 -$86.9| |West Virginia $12 -8675| -$1016f -81322
Mississippi -$1.2 -$6.1 -$98 -§20.8] [Wisconsin 849 §7.3 -$8.6 -$477
Missoun 837 -82.4 -$14.7 -$735 [Wyoming -812 -87.3 -87.3 -$24.5
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Table E-21. Change in Contribution to GDP and GSP by State and Industry
Group (1% Case) for Retail Trade ($M)

Region | 2020 | 2030 | 2040 | 2080 Region | 2020 | 2030 | 2040 | 2050
United States | -$1,223.0] -$3,870.6| -$8,744.6-617,330.1] |Montana s00| s24] .s61| s147
‘|aiabama $267| $612] -$1334| 83146 |Nebraska ss6| -s159] 837 8820
Avrizona $563] $2791] -$6905{ -$845.1 [Nevada 5208 -$1041] -s3636| -$3134
Arkansas $08| $257| 5539 $1347| |NewHampshire| .837]  so8| -s208] .s465
Calfornia $649| 31883 .57970| -52448| [New Jersey $477| $1102] -3204.4] -$4084
Colorado $122| -$1322] -$1506] -52926| |New Mexico $220| -s1604| -s2081] 33709
Connecticut $122|  $306| -5575| 51126 |New York $881| $2130] -s4273| -s8521
Delaware 8490 $122] 5233] 5477 |Nomhcaroina | -s624| -s13a7] s2730| s5778
g::"r;g’; $12|  s24]  $61| 5135 |North Dakota $24] 61| 8135 .s306
Florida $1849| 82905 -$760.2| -$1,3760| [Ohio 8147 -$1065 83354 -s@459
Georgia 5967 52032 -$407.7| -$8300| |OKahoma 8416| s2351] 51763 -s4872
Idaho s12|  sool  s48| s208| |oregon $147| s282] S784] 81702
llinois s00| 86| -$111.4] .$5913| |[Pennsyiania s624| .s1530] -s3073| -ses2s
Indiana $61| s502| -s2228| -$6537| |Rhmodeisiand $12]  s37]  se1| 122
lowa $37| 8110|8441 .51489| [SouthCarolina | -S306| -5673] -s1306| -s2914
Kansas 598 $257] $477| -$1396| |South Dakota s24] 548l s110| .s282
Kentucky $159|  .$526] -s2828| -$814.1) [Tennessee $441| -$1310] 53685 -§7957
Lovisiana $159| 8453 -869 -52106| [Texas 81322 -s4015| .ses525| -$1,3850
Maine s24] 7 3| $147] 8282 |uwtah $159] -se88| -s2228] -$2009
Maryland s22|  seos| 51334 $2001| |vermom $24] s81] .s1a7] 318
Massachusetts -$11.0 -$29.4 -§55.1] -$1224| |virginia -844 1| -S1139] -$2277| -24897
Michigan $122] 380 $1628 84530 \Washington $208]  $380| 1261 $2424
Minnesota s73|  s147| 5673 -s2216 |Westvirginia %61 -s1408| -s4248| s1.0675
Mississippi -$86 -$220 -$626| -$126.1| |Wisconsin -$49 -$9.8 -8624| -$2277
Missouri 573 -s220] .s612| -$2363| |Wyoming s40|  s184[ 9331 .s1347
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Table E-22. Change in Contribution to GDP and GSP by State and Industry
Group (1% Case) for Transportation and Warehousing ($M)

Region 2020 2030 2040 2050 Region 2020 2030 2040 2050
United States | -$309.7( -$1,248.7| -82,836.6| -$4,004.4| |Montana $0.0 -$37 -$9.8| -8122
Alabama -$6 1 -$196] -8387] -864 9] Nebraska $24; 8171 -$39.2] -8673
Anzona -89.81 -$66.1] -$1432] -S149.4| |Nevada 824 -$196 -$69.8 8477
Arkansas -s4.9| 1960 387 3649 [NewHampshire|  soo| 12| .24 49
California -$159 -$747) -81775; -$1053] |New Jersey -$135 -836.7] -$64.9; -$1041
Colorado -$24 -$36.7 -$49.0 -$735| |New Mexico -§2.4 -$20.8 -$30.6 -$41.6
Connecticut -$12 -86.1 -$11.0 -$18.4[ |New York -$159 -$51.4 -$943| -81543
Delaware -$1.2 -$2.4 -$49 -$7.3| |North Carolina -$147 -$39.2 87221 -$1212
eyt soo| s12] s24]  -s49| [NorthDakota s00| -s24] 73] 8122
Flonda -$34.3 -$722] -8118.7| -$178.7| |Ohio -$8 6 $526] -$1285| -$236.3
Georgia -$31.8 -$722] -$1236; -3$197.1| |Oldahoma 849 -$343] -8355 -867.3
idaho $0.0 -837 -$86 -$8 6| [Oregon 8§37 $0.0, $12 $73
finois -$24 -$30.6, -$93.0| -$225.3| [Pennsyivania -$184 8575 -$1102] -$1824
Indiana -84.9 -§28.2 -$771{ -8$1530| [Rhode island $0.0 -$1.2 $24 -$37
lowa -81.2 -$11.0 -828.2 -855 1| |South Carofina -$6 1 -$15.9 -§29.4 -$50.2
Kansas -$24 -8135 -$25.7 -84771 {South Dakota $00 -824 -$6.1 -$9.8
Kentucky -$7.3 -$318 -$96.7| -$1873| |Tennessee -8196 -$61.2f -$1347f -$2314
Louisiana 837 -$147 -$28.9 -9465 |Texas -$428| -$1457| -82265f -$3526
Maine $0.0 -$24 337 -$7.3] {Uah -837| -$19.6] .8575 -$612
Maryland -$49 -$15.9 -$30.6) -$51.4 {Vermont $00 -$1.2 $24 -$4.9
Massachusetts -$1.2 -87.3 -$14.7 -825.7| |virgima -§98 -$31.8 -$600| -81016
Michigan 837 -8196] .8526| -$1004] Washington $4.9 $2.4 §73 8159
Minnesota 812 8122 -8331 -$69.8| |West Virginia -$12} 8159 -839.2] -$71.0
Mississippt -$37 -$11 0, -$20.8 -$38.7| [Wisconsin -$24 -$15.9) -841.6 -886.9,
Missouri -$37 -$20 8 -$45.3 -$94.3| [Wyoming -812 -$6.1 -$12.2 -$20.8
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Table E-23. Change in Contribution to GDP and GSP by State and Industry
Group (1% Case) for Utilities ($M)

Region 2020 2030 2040 2060 Region 2020 2030 2040 2050
Unitad States $128.8 $871.6] $1,8687.2 $270.6] |[Montana $2.4 837 $6 1 $6.1
Alabama -$1.2 -$17.1 $149.4 $93.0{ |Nebraska -$11.0, -$14.7 -815.9 -$18.4
Arizona -$91.8 $64.9 $1543 $31.8] [Nevada -$208 -$18.4 -89 8 -$26.9
Arkansas -$7.3| -$8.8 -$17.1 -S77| New Hampshire $0.0 $15.9 $184 $20.8
California s255.9| $497.0] $1,5903 $752.9| |[New Jersey -$12 8159 8416 $614
Colorado -$233 -$147 -$24 -84 9| [New Mexico -$29.4 -$49.0 -851.4 -$57 5
Connecticut $18.4 $26.9 $28.2 $26.9| INew York -83.7 $649 $857 $735
Delaware $2.4 $3.7 $49 $6.1| [North Carolina $306 $80.68 $1322 $1224
Distiict of $0.0 $00 $0.0 $00| [North Dakota 873  .so8| 386 -s159
Columbia
Florida -$17.1 $4.9 $33.1 $226 5 [Ohio 837 -882.0] -$1616] -%82522
Georgia $184 $14.7 $109.0 $120.0] |Oklahoma -8514 -$38.0 -889.4 -8453
ldaho $1.2 $2.4 $37 $4.9| |Oregon $4.9 $8.8 $135 $196
lllinois $8.6 $9.8] -$1065] -$2546| [Pennsyivania -$24 $146.9 $181.2 $143.2
Indiana $24 -$490| -$1530] -$2412| |Rhode Island $49 $24 $61 $6 1
lowa 824 -84.9 -$40.4 -$73.5| [South Carolina $428 $61.2] $1248f 81481
Kansas -$24.5 -$306 -$38.0 -$44.1] |South Dakota $24 $2.4 $24 $24
Kentucky $0.0 -$23.3 -$91.8| -$230.2| |Tennessee -$28.2 -$979] -$1469] -31824
Louisiana $0.0 -83.7 -81.2 $77 1] |Texas -8159 $345.2 $111 4 $410.1
Maine $0.0 $1.2 $6.1 $9.8| |Utah -$20.8 -$34.3 -$39.2 -$50.2
Maryland $0.0 -$1.2 $147 $25.71 [Vermont $0.0 -$1.2 $49 -$49
Massachusetts $23.3 $33.1 $38.0 $46.5| |Virginia $51 4 $60.0 $66 1 $63.7
Michigan $3.7 -$3.7 -8747) -8$170.2| [Washington $4.9 $86 $135 $18.4
lMinnesota $7.3 $1.2 -$26.9 -$60.0] |West Virginia $00| -81016] -$2130| -$324.4
Mississippi $12 824 $88 $4 9| |Wisconsin $24 -$12 -$29 4 -§796
Missouni $4.9 §7.3 -$4186 -$69.8| [Wyoming -$159 -523,3i -826 Qi -$318
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Table E-24. Change in Contribution to GDP and GSP by State and

Industry Group (1% Case) for Wholesale Trade ($M)

Reglon 2020 2030 2040 2050 Reglon 2020 2030 2040 2060
United States | -$706.4| -81,891.4| -$3,036.1] -$4,426.8] [Montana $0.0 $1.2 -$24 $37
|Alabama -$147 -SZB.QI -$39.2 -$63.7] |Nebraska $0.0 -$4.9 -$11.0! 3184
Anzona -$28.2 —S124.9l -$2216] -$2412| |Nevada -$7.3 -$34.3 -$88.1 -$58.8
Arkansas -$6.1 -$12.2 -$18.4 -$28.4| {New Hampshire -8$12 -$4.9 -$8.6 -$15.9]
Califomia -$428] -8144.5| -8333.0; -51689| [New Jersey -835.5 -$77.11  -81126] -$1 73.;|
Colorado -$6.1 -$69.8 $686| -3$100.4| [New Mexico -8$7.3 -$39.2 -$39.2 -$514
Connecticut -$6 1 -$15.9 -8245 -$39.2 {New York -$561| -$1163] -$1738] -82657
Delaware -$2.4 -$6.1 -$86 -$13.5] |North Carolina -$41.8 8722 -$1 02.8| -$161.6|
IRt 3 $12]  s12]  s24] 837 |NorthDakota so0| 24 se0| -sse
Columbia
Flonda -$1139] -$1812} -$2473; -$3489( |Ohio -84.9 -$50.2f -$110.2f -$1995
Georgia -8820| -81208] -S1787| -$269.3| |Okahoma -818.4 8722 -$47.7 -$85.7
idaho $1.2 -§1.2 -$1.2 $0.0| |Oregon $11.0 $122 $25.7 8416
'mmois $6.1 -$12.2 -8747] -82093} |Pennsylvania -$39.2 -$832| -$1200| -$1849
|Indiana -81.2 -518.4 -$539! -$110.2| |Rhode Island $0.0 -$12 -§2.4 $49
lowa $24 -837 -$147 -$318( |South Carolina -$14.7 -§24.5 $343 -$62.8,
Kansas -$37 -$13.5 8184 -8§34.3 |South Dakota $0.0 -$1.2 -837 -$6.1
Kentucky -$8.6 -820.8 -8624| -$1224| |Tennessee -$26.9 -857.5] -$104.1; -$1640
Louisiana -87.3 -$171 -$23.3 -$404| [Texas -$104.1] -82644] -$3183] -$4848
Maine $0.0 -$1.2 -$24 -$4.9| |Utah -$73] 8245 85751 -860.0
lMaryIand -$135 -$30.6 -845.3 -$75.9| [Vermont $0.0 812 -83.7 -$4.9
Massachusetts -$49 -$19.6 -$33.1 -$63.7) |Virginia -824 5 -8$49.0 -$686) -3$1102
IMichlgan 837 8171 -8477 -$93.0f |Washington $147 $171 $38.0 8563
Minnesota $0.0 -$13.5 -840.4 -$88.1| |West Virginia -$24 -$30.6 -$612) -$1065
MissiSsippi -824 -$73 -$11.0 -$19.6{ |Wisconsin $0.0 -$4.9 -$23.3 -$539
Missourt $12| 8110 -S267| -$62.4| (wyoming -$1.2 -$4.9 -86.1 -$15.9|

250



Appendix F. Loss Function for Small Exceedance
Probabilities

Section 2.5 in the body of the report considers the problem of extrapolating the result
between the 99% and 1% exceedance-probability interval and the 1% to 0% interval. The
1% to 0% interval is potentially problematic if the value of risk (probability multiplied by
consequence) is either not convergent or has a value in excess of that explicitly simulated
for the 99% to 1% exceedance-probability range. In this appendix, we develop and justify
a functional form for extrapolation based on the underlying analogy of using the logic of
a finite resource depletion to represent how the costs of climate change “deplete” the
finite GDP.

Because we only address economic impacts, the maximum cost of climate change is
limited to the near total loss of the entire GDP of the United States or the GSP (gross
state product) of an individual state. In the extreme, with a probability of occurrence
approaching 0%, there is the potential of losing most of the economy. We select an upper
limit of a 90% loss of the U.S. GDP from the forecast by the macroeconomic referent
(discussed in Appendix D). The limit to the maximum loss represents the GDP as if all
areas of the United States, in the most extreme case of minimal precipitation, had a
climate comparable to New Mexico. This maximum (finite) impact only occurs as the
probability approaches zero in the impact distribution, and we assume that the climatic
conditions only grow to dominance over the last 10 years of the analysis horizon, i.e.,
from 2040 to 2050. These assumptions lead to the fraction of loss having the following
analytical form:

(=2009),

Fractionof GDP Loss (f)= 00168 *(e 4 —1), 2010 <¢<2050. (F-1)

The integral of Equation (F-1) and the reference GDP over time is the maximum cost
(Cinax) of the loss in the asymptotically most extreme circumstance, as in

2050
C,..= IReferent_(DP x Fractionof GDP Lost x dt. (F-2)

max
2010

The probability of this fractional loss and its attendant risk depends on how fast the tail of
the probability distribution falls to zero and how fast the costs rise with the risk variable,
for example, temperature or precipitation (Yohe and Tol 2009).

In the absence of technological change, the concept of rising costs as a function of
the reduced probability of finding additional (finite) resources emulates the consideration
here of rising climate costs as extreme climatic conditions have diminishing probability.

Historically, the finding rate, R, for a finite resource was often approximated by an
exponentially decreasing function, for example, the barrel of oil found per foot as a
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function of cumulative drilling feet, x (Ghosh and Prelas 2009; Hubbert 1969, 1982;
Crovelli 1993):

R(x) ce™, (F-3)

The cost, C, of finding new resources then exponentially rises as the inverse of the
finding rate:

C(x) < e™. (F-4)

Per Equation (F-3), the finding rate is a random variable whose values conform to an
exponentially declining probability distribution. The change in the probability, p, of
finding a new unit of oil per foot of drilling is just a scaling of the exponentially declining
finding rate in terms of, for example, feet drilled:

p(x) <ce™, (F-5)

Analogously, the temperature increase from climate change is comparable to the
drilling activity (the tail of the distribution of temperature is well approximated by an
exponential function); and the exponential cost function corresponds to the exponential
damage-function approach recommended by Weitzman (2009). For this analogy to hold
in a mathematical sense and establish a finite risk, the probability must fall no slower
than exponentially. Because the tail of the gamma distribution of precipitation falls faster
than the exponential function, the gamma distribution used to capture the uncertainty in
precipitation due to climate change meets this criterion. In other words, the mathematical
approach used in this appendix is compatible with the cumulative gamma distribution that
describes how fast the precipitation goes to zero and, in tandem, how fast the losses are
increasing.

The integral of Equation (F-3) represents the total use of a resource from 0% to
100% of its initial base, while the integration of Equation (F-5) captures the same
concept. That is, the total finding of the resource with infinite drilling is the entire
resource base, and by the time the probability of finding more of the resource goes to
zero, the entire resource base has been exhausted. Equation (F-3) integrates to 100% of
the resource base. Equation (F-5) integrates to 100% of the probability of finding the
resource.

The resource exploited, E, is the integral of Equation (F-3) and a proportionality
constant (K;):

E(x)= [K xe™dx (F-6)
or

E(x)= LI 1-e™). (F-7)
H
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The integral from zero to infinity is the entire resource base, B:

E(0)=B= ﬁ. (F-8)
H
Therefore,
E(x)=Bx(1-e™), (F-9)
or
-8 _ = (F-10)
E

Define the term 1- B/E as the fraction of the resource remaining, F. This term also

represents the probability, p, of how much of the resource remains to be found at a given
level of total drilling.

Fepee™ (F-11)

Equation (F-3) and Equation (F-5) are equivalent, and we have used the two
equations containing both the finding rate and the probability to make functions of the
finding rate, x, into functions of the probability, p. Therefore, the integral of Equations
(F-3) and (F-5) allows the transformation of Equation (F-4) from a function of feet-
drilled into a function of probability. Equation (F-4) is transformed into a more formal
equation with the use of a proportional constant, K. Then, substituting Equation (F-11)
for the exponential term of Equation (F-4) gives

c-Ke F-12)
p
In the more general case,
o). (F-13)
p

Although this exercise uses a concrete example of feet-drilled, the logic applies to
any set of relationships where the probability of an occurrence declines exponentially, the
consequence increases exponentially, and the integral of all occurrences has a specified
finite value (such as the GDP in the actual concern of this study).

We can use Ciax to limit the maximum value of Equation (F-12) when p goes to 0 to
obtain

C(p)=1/(ap+p), (F-14)
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where a is the reciprocal of the known loss (e.g., GDP loss at the 1% exceedance
probability) times its associated probability. The S term is the reciprocal of C,,,. The
value of a is much larger than that of 8. In the absence of S, the loss would go to infinity
as the probability goes to 0.0. The 8 term limits the loss to the maximum it specifies. We
can formally derive the functional form of the denominator of Equation (F-14) but here
simply state that it has the required mathematical characteristics for our purposes. We use
Equation (F-14) to extrapolate the cost, C, or loss over the range of the 1% to 0%
exceedance probabilities.

As noted in Section 2.5, the maximum loss is assumed to be 90% of the GDP. From
Section 4 of the main text, the simulated 1% exceedance-probability loss is in the range
of tenths to a single-digit percentage of the GDP for the nation and the individual states.
In using the 1% exceedance-probability cost for determining a, empirically and
definitionally o is much larger than f.

Equation (F-14) is the analytical function used for extrapolating costs within the 1%
to 0% exceedance-probability interval.
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Appendix G. The Discount Rate with Proportional
Costs

As noted in Section 1.2, economic studies use a discount rate to assign a value in the
present to costs that will occur in the future. Also as noted in Section 1.2, the
determination of the discount rate is often represented by the equation

r=p+6x*g. (G-1)

Here, r is the social discount rate, p is the pure rate of time preference (PRTP), 6 is the
income elasticity of the marginal utility of consumption, and g is the growth rate in per
capita consumption. Cline (1992) provides a relatively complete derivation of Equation
(G-1), but Cline’s derivation is based on absolute (or additive) costs. With precipitation
as the primary uncertainty, the damage costs are proportional to the size of the economy,
and the justification for the 6 in Equation (G-1) may be absent. This appendix provides
one justification for disregarding € under such situations.

If the costs associated with climate change have a positive or negative effect on the
economy, the emphasis on future, richer generations having a better ability to cope with
climate-related costs may have some merit. (Note that this approach disregards concerns
that the ecological footprint of humankind indicates increasing consumption may be
unsustainable even into the midterm future [Wackernagel et al. 2002; Lenzen and Murray
2003]). If the costs are proportional to the existing economy, Cline’s (1992) derivation
may not apply as the equations below indicate.

If the utility, U, of consumption, C, is
UaecKxC* (G-2)

where 0.0 < a < 1.0, and K is a constant, and if consumption is a share, S, of the
economy, and if the climate impacts are proportional, F, to the size of the economy, then
the fractional change in utility is

AU/U=K(C* -(1-Sx F)xC*) /(K x C*) (G-3)
or

AU/U=8xF. (G-4)

Therefore, the change in utility is independent of the level of consumption, contrary
to the implicit assumption in Equation G-1.

An allometric function (econometrically estimated as a log-linear function), such as
that represented by Equation G-2, commonly describes economic data. Monetary value is
a relative concept. A dollar in 1920 had much more buying power than a dollar today, but
it could not buy the conveniences we have today. Proportional measures of value
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maintain their meaning whether measured in yen or dollars, in the year 1850 or 2050.
Using the conventional assumptions of a homogenous population and the allometric
representation for the utility of consumption (Equation [G-2]), Equation [G-4]) indicates
that a 20% loss in consumption for Warren Buffet is the same proportional loss in utility
as a 20% loss to a minimum wage worker. Such a proportional loss is independent of the
level of consumption, and thus the utility is not a function of income levels. Although it is
possible to argue that increased temperature has positive or negative impacts, this study
shows that the impact of reduced precipitation is clearly proportional. Therefore, the
second term in the discount equation becomes questionable at best and possibly not
applicable. As such, only the PRTP term may have meaning, and as noted above, some
economists rationalize its value as being close to zero (Quiggin 2008).
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